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Abstract. We present a reconstruction method to eliminate the autocorrelation noise (ACN) in optical coherence
tomography (OCT). In this method, the optical fields scattered from the sample features are regarded as the response
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1 Introduction
Optical coherence tomography (OCT)1 is a subsurface imaging
technique that has gained popularity in many applications.2–4

Since it was invented, time-domain OCT (TD-OCT) and Fourier
domain OCT (FD-OCT) methods have been developed, among
which the FD-OCT method has been recognized as the superior
method due to its better sensitivity and higher speed.5,6 In the
FD-OCT method, the spectral interferogram measurements
are regarded as the Fourier transform of the depth profile. How-
ever, the mutual interference of the optical field scattered from
all the sample features also contributes to a part of the spectral
interferogram. This gives rise to autocorrelation noise (ACN) in
the FD-OCT reconstruction results. As the resultant ACN over-
laps with the actual subsurface features in OCT images, the pre-
sence of ACN adds ambiguities when interpreting the OCT
image.7 This is especially so in the case of full range detection
or a sample consisting of several strong scattering layers with
separations such that the ACN appears at the same location
as the features of the depth profile. Thus, ACN is a major
concern to the OCT community.

In order to eliminate the ACN, several approaches have been
proposed. The simplest approach is to move the reference mirror
away from the sample surface in terms of optical path. This
approach reduces the influence of ACN but does not eliminate
it. The second approach is to remove the mutual interference by
using two or more phase-shifted spectral interferograms.8,9 This
approach eliminates ACN but requires multiple data acquisition.
Furthermore, additional phase-shifted errors would complicate
the matter.10 The third approach6 is to avoid ACN by recon-
structing the optical fields scattered from the sample subsurface
features and the reference mirror. Since the optical fields and the
depth profile are direct Fourier transform pairs, the depth profile
is reconstructed by Fourier transform without ACN. To uniquely
reconstruct the optical fields, however, the minimum phase con-
dition is required. This limits the class of samples in practice.

The forth kind of approache is based on the cepstrum signal pro-
cessing.7 The cepstrum of the optical fields is reconstructed first,
from which the depth profile is obtained by Fourier transform.
This cepstrum approach is applicable for a limited class of sam-
ples, as the approach requires the non-overlap of the cepstrums.

In this paper, the removal of ACN is carried out by exploiting
the sparsity of the depth profile. The optical fields scattered from
the subsurface features are regarded as the responses of a sparse
finite impulse response (FIR) filter. Then, the OCT problem of
reconstructing the depth profile from the spectral interferogram
is formulated into one of identifying the parameters of a sparse
FIR filter subject to its known spectrum. This problem can be
solved by l1-norm optimization by virtue of the sparsity. The
modeling of scattered optical fields by a sparse FIR filter helps
to remove the ACN. This is because the OCT reconstruction is
carried out on the basis of a precise expression of spectral inter-
ferogram in terms of the depth profile and the mutual interference
has already been taken into account in the reconstruction. But the
challenge is that, in order to identify the sparse parameters of the
FIR filter, l1-norm optimization should be done subject to a quad-
ratic constraint that relates the spectral interferogram to the depth
profile. To overcome the challenge, an iterative soft-thresholding
algorithm of l1-norm optimization is developed. The perfor-
mance of the proposed reconstruction method is evaluated by
experiments, and the results are benchmarked against those of the
cepstrum method and the minimum phase method. It is shown
that the proposed method suppresses the ACN effectively.

2 Principle
The principle of the proposed method is illustrated by using the
FD-OCT setup as shown in Fig. 1. The setup uses a fiber-
coupled, low-coherence light source. The light beam goes
through the fiber circulator and collimator, and it is split into
the reference beam and the sample beam by the beam splitter.
The sample beam penetrates the sample along the axial direction
and it is reflected by the subsurface features at different depths.
The reference beam is reflected at the reference mirror.
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Eventually, the light reflected from all the sample features and the
reference mirror are coupled back into the fiber by the collimator.
The coupled beams are then transmitted into an optical spectrum
analyzer (OSA) that is usually designed with a fiber-coupled
input. At OSA, the sample and light beams interfere and the raw
spectral interferogram in the lambda domain is obtained. The inter-
ferogram would be used for constructing a single depth profile of
the sample. Finally, the OCT image of the sample is constructed
by assembling all the A-scan depth profiles with the assistance of
the motion stage used to scan the sample laterally over the axial
beam. Without loss of generality, the following discussion only
considers recovering a single A-scan depth profile of OCT.

In Fig. 1, we set up a z-coordinate with the origin set as
the position given by the zero optical path difference relative
to the reference mirror. The coordinate system is used to indicate
the positions of the sample features relative to the reference mir-
ror. Furthermore, we introduce the following denotations. EðtÞ
denotes the optical field of low coherence light with t denoting
time instant, ErðtÞ denotes the optical field reflected from the
reference mirror, EsðtÞ the optical field from the sample,
GðλÞ the output optical spectrum of the low-coherence light
source with λ denoting the light wavelength, Rr the reflectivity
of the reference mirror, and aðzÞ the depth profile to reconstruct.

From the system theory point of view, we can model the opti-
cal field of the low-coherence light as the output of a filter with
spectrum given by GðλÞ, that is, EðtÞ ¼ G1ðq−1ÞeðtÞ, where
G1ðq−1Þ is the transfer function of the filter, q denotes a unit-
time delay operator ( i.e., q−1EðtÞ ¼ Eðt − ΔtÞ), and eðtÞ is
an identically independent random sequence with unit power
spectrum. Hence, the spectrum of the filter is given by
G1ðei2πcλ ΔtÞG1ðe−i2πcλ ΔtÞ ¼ GðλÞ, where c denotes the light speed.

Similarly, the scattered optical field from the sample can be
modeled as the output of a system with its input as the low-
coherence light. Specifically, EsðtÞ ¼ Aðq−1ÞG1ðq−1ÞeðtÞ.
Assume that absorption is weak or negligible. If we discretize
the depth profile aðzÞ into aðkΔZÞwhere k is an integer and ΔZ
is the axial sampling rate, the scattered optical field can be con-
sidered as the sum of the input white light reflected from the
scatters at the positions given by kΔZ with the reflectance of
aðkΔZÞ. In this sense, the unit-time delay can be considered
as Δt ¼ ΔZ∕c and the transfer function Aðq−1Þ is given by
Aðq−1Þ ¼ P∞

k¼1 akq
−k with ak ¼ aðkΔZÞ.

Then, the spectral interferogram is related to the sample fea-
tures by the following expression:

SðλÞ ¼ ε½jErðtÞ þ EsðtÞj2�
¼ ε

h��RrG1

�
ej

2π
λ ΔZ

�
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�
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�
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�
ej

2π
λ ΔZ

�
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�
ej

2π
λ ΔZ

���2; (1)

where ε denotes the expectation operator and the spectrum is
obtained by substituting q ¼ ej

2π
λ ΔZ into the transfer functions

G1ðq−1Þ and Aðq−1Þ. It is worth pointing out that Eq. (1) actu-
ally tallies with the traditional expression of spectral interfero-
gram SðλÞ in FD-OCT.11 Expanding the equation, the ACN term
refers to GðλÞAðej2πλ ΔZÞAðe−j2πλ ΔZÞ, which represents the mutual
interference of all the optical fields scattered by the features of
the sample.12 However, the traditional expression of SðλÞ is in
wavenumber domain in FD-OCT.13 Here we express the spectral
interferogram in wavelength domain for the reason that the spec-
tral measurements are usually obtained in terms of wavelength.
This has the additional advantage of avoiding the interpolation
operation commonly needed in FD-OCT.

With the above models, the task of OCT reconstruction can
be formulated as one of identifying the parameters of filter
Aðq−1Þ based on the available spectral measurements given
by SðλÞ. In order to eliminate the ACN, the parameter identifi-
cation should be done subject to the precise expression of SðλÞ
in Eq. (1). In practice, the subsurface features observed by OCT
are of sparse scatters. In view of this sparsity, we can consider a
FIR filter of Aðq−1Þ ¼ P

M
k¼1 akq

−k, where M denotes the order
of the filter.14 The FIR representation means that there is only a
finite number of optical path differences between the scattered
optical field from the sample and the optical field reflected from
the reference mirror. We can vary the order of the filter to con-
sider different sparsity of the subsurface features.

Assume the spectral measurements are recorded by an OSA
at N wavelengths denoted by λn. The spectral measurements
available at an OSA are thus expressed as

SðλnÞ ¼ GðλnÞjRr þ AðλnÞj2; for all 1 ≤ n ≤ N; (2)

where

AðλnÞ ¼
XM
k¼0

ake−jkΩn ; (3)

with Ωn ¼ 4π∕λn × ΔZ.
By considering the sparsity, the OCT reconstruction of the

depth profile can be solved by the following l1-norm optimiza-
tion subject to quadratic constraint:

min
a
kak1subject to SðλnÞ ¼ GðλnÞ

����Rr þ
XM
k¼0

ake−jkΩn

����
2

;

(4)

where a is a vector with its kth element ak and its l1-norm is
defined by kak1 ¼ ðPN

k¼1 jakjÞ.
In practice, the spectral interferogram obtained in the experi-

ment is always corrupted by noise. This leads us to consider
and solve the proposed method in the following mixed l1∕l2-
optimization:15

min
a
kak1subject to

XN
n¼1

×

"
SðλnÞ − GðλnÞ

���Rr þ
XM
k¼0

ake−jkΩn

���2
#
2

< ϵ;

(5)

where ϵ > 0 denotes the noise level.

Fig. 1 Fourier domain optical coherence tomography (FD-OCT) setup.
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The Lagrangian formulation of the optimization problem of
Eq. (5) can be formulated as follows:

min
ak

X
n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½enðakÞ�2

q
þμ

XN
k¼1

jakj; (6)

where enðakÞ ¼ SðλnÞ −GðλnÞjRr þ
P

M
k¼0 ake

−jkΩn j2, and μ is
a regularization parameter that is required to control how strin-
gent the quadratic constraint is μ performs the same role as ϵ
does in Eq. (5).

Equation (6) can be solved by an iterative soft thresholding
method.16 For this method, each iteration performs three main
procedures: synthesizing, updating, and thresholding. In the
procedure of synthesizing, an estimated value of a is substituted
into GðλnÞjRr þ

P
M
k¼0 ake

−jkΩn j2 to obtain the synthesized
spectral interferogram denoted by Sðλn; aðiÞÞ at ith iteration.
This procedure is denoted by applying a synthesis operator
Φ on a, that is,

Sðλ; aðiÞÞ ¼ Φ ∘ aðiÞ; (7)

where Sðλ; aðiÞÞ is a vector with entries given by Sðλn; aðiÞÞ ¼
GðλnÞjRr þ

P
M
k¼0 a

ðiÞ
k e−jkΩn j2. In the next procedure, the esti-

mate of a is updated by applying an adjunct operator Φ� on
the innovation given by SðλnÞ − Sðλn; aðiÞÞ. The updated esti-
mate is given by

aðiþ1Þ ¼ aðiÞ þ γΦ� ∘ ½SðλÞ − Sðλ; aðiÞÞ�; (8)

where SðλÞ denotes a vector with entries given by SðλnÞ, and γ
is the gain used to control the updating procedure.

In the last procedure, the elements of a are thresholded by
using a soft thresholding function, STðx; μÞ, given by

STðx; μÞ ¼
8<
:

xþ μ; x < −μ
0; −μ < x < μ
x − μ; μ < x

; (9)

where x is the function to be soft thresholded and μ is the
threshold level. The choice of μ is experimentally determined,
but it can also be determined by various criteria like the
Akaike information criterion17 or the Bayesian information
criterion.18

It can be seen from the above schematic of soft thresholding
method that the key challenge in this method is to construct the
adjunct operatorΦ� in the updating procedure. By taking advan-
tage of the FIR representation introduced in this paper, we
propose one realization of Φ� as follows:

Φ� ∘ x ¼
XN
n¼1

xne−j
2π
Δκðn−1Þκn ; (10)

where κn ¼ 2π
λn
, Δκ ¼ ð2πλ1 − 2π

λN
Þ, and xn is the nth element of x.

To summarize, the proposed OCT reconstruction method
characterized in Eq. (4) or Eq. (5) can be implemented by
the Algorithm 1.

3 Performance of the Proposed Method
In this section, the performance of the proposed method is eval-
uated in terms of ACN removal capability, resolution, and com-
puting demand. The performance is also compared to those of

the FD-OCT method, the minimum phase method, and the cep-
strum method. For a fair comparison, all the methods perform
the reconstruction on the same set of the A-scan data, and the
reconstruction is carried out on an Intel Core(TM)2 Quad
CPU computer with 2.66 GHz processor and 4 GB RAM,
and the software used is MATLAB 7.4 under 32 bits Microsoft
Windows 7 operating system.

We begin with the evaluation of the effectiveness of the pro-
posed method in removing the ACN. This is demonstrated and
benchmarked by applying the method in two experiments to
obtain OCT images. The first experiment uses a well-controlled
sample formed by a two-mirror system. The second experiment
applies the OCT method to image an onion sample. In all the
experiments, the OCT is implemented on an interferometer
setup as shown in Fig. 1. But for the second experiment, an addi-
tional microscope objective lens (Numerical aperature ¼ 0.1) is
inserted between the collimator and the sample. This is to help
collect the light reflected by the sample better. The light source
used in experiments is a broadband Superluminescent diode
(SLED 1550, Denselight) with the center wavelength at
1550 nm and the coherence length of 21 μm in air. The optical
spectrum analyzer (ANDO6317B, ANDO) records the spectral
interferogram with resolution 0.1 nm over a span of 154 nm
centered at 1550 nm. It returns spectral measurements consisting
of 1541 readings.

In the first experiment, a two-mirror system given in Fig. 2 is
used as the sample in Fig. 1. The two mirrors labeled byM1 and
M2 simulate the two interfaces of the sample. MirrorM1 is car-
ried by a motorized nanostage (Melles Griot 17NST101) and
M2 remains stationary. In this case, the depth profile consists
of two spikes. Different depth profiles can be simulated by
moving mirror M1. To carry out the experiment, the positions
of mirrorsM1,M2, and the reference mirrors are calibrated. The
calibration of M1 and M2 is done with the reference mirror
blocked and the OSA replaced with an optical power meter.
The position of mirror M1 is tuned until a maximum interfer-
ence intensity is read at the optical power meter. The calibration
of the reference mirror involves three steps. First is to block the
mirror M1 and unblock the reference mirror. Then, the position
of the reference mirror is tuned until a maximum interference
intensity is read at the optical power meter. Third, the position

Algorithm 1 OCT reconstruction with ACN removal.

Initialization:

Set the initial value of að0Þ, (e.g., að0Þ
k ¼ 0), γ, μ, and the total number of

iteration steps L;

Compute the spectral interferogram by b ¼ Φ ∘ að0Þ by using (7);

Iteration:

Synthesizing: to compute the synthesized spectral interferogram
Sðλ;aðiÞÞ ¼ Φ ∘ aðiÞ as in Eq. (7);

Updating: to calculate the new estimate
aðiþ1Þ ¼ aðiÞ þ γΦ� ∘ ðSðλÞ − Sðλ;aðiÞÞÞ as in Eq. (8);

Soft thresholding: aðiþ1Þ
k ¼ STðaðiþ1Þ

k ; μÞ;

Output:

Output the reconstructed depth profile aðiþ1Þ, until i þ 1 is equal to L.
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of the reference mirror is shifted until it is “in front” of bothM1
and M2 by 120 μm. This gives the usual arrangement in OCT
setup.13 After the calibration, all the mirrors are unblocked and
the optical power meter is replaced with the OSA.

The OCT imaging is first performed to reconstruct an initial
depth profile characterized by a position of mirrorM1. Then, the
OCT imaging is performed on different depth profiles simulated
by moving mirror M1 in steps. Finally, all the reconstructed
depth profiles are assembled to give one OCT image. In each
step, mirror M1 is moved by 1 μm, and it is moved a total
of 20 steps. At each step, the spectral resolution of the OSA
is set to 0.1 nm, and a raw spectral interferogram is recorded
over a span of 154 nm centered at wavelength 1550 nm.
After the spectral interferogram is obtained, the depth profiles
are reconstructed by different reconstruction methods including
the proposed method, the Fourier transform–based FD-OCT
method, the minimum phase method, and the cepstrum method.
For the proposed method, the raw spectral interferogram is input
into the Algorithm 1 with setting of γ ¼ 0.1, μ ¼ 0.001,
M ¼ 300, and L ¼ 200. The reconstructed OCT image is
shown in Fig. 3(d). For the remaining three methods, the raw
spectral interferogram obtained at each mirror step is first spline
interpolated to obtain a spectral interferogram that is uniformly
sampled on wavenumber. For the Fourier transform–based FD-
OCT method, each resampled interferogram is Fourier trans-
formed using FFT, and all the depth profiles are assembled
to give the depth profile image in Fig. 3(a). For the minimum
phase method, the depth profile at each mirror step is recon-
structed by using 1000 iterations of the algorithm proposed
in the paper by Ozcan6 and the obtained depth profile image
is displayed in Fig. 3(b). Figure 3(c) gives the corresponding
result obtained by the cepstrum method.6

For all the images in Fig. 3, the vertical axis denotes the
dimension measurement over a range of 180 μm and the hori-
zontal axis denotes the different positions of mirror M1.
Comparing the images, the first observation is that the image
obtained by the proposed method appears sharper than the
others. Second, the ACN appears clearly in the top part of
the image obtained by the Fourier transform–based FD-OCT
method. They are suppressed in the image obtained by the mini-
mum phase method and the cepstrum method, and they are
totally eliminated in the image obtained by our proposed
method. To see more closely, Fig. 4 shows a single depth profile
obtained, respectively by the four methods. It is evident that
an autocorrelation peak appears at ∼14 μm position for the
FD-OCTmethod, the minimum phase method, and the cepstrum

method. But the ACN is eliminated by the proposed method.
Summarizing the experimental results, it is confirmed that the
proposed method can effectively eliminate the ACN. It is
also noted that one of the feature peaks reconstructed by the
proposed method is slightly lower than the one obtained by
the FD-OCT method. This is attributed to the soft thresholding
algorithm, which tends to underestimate the actual value.

In the second experiment, the OCT imaging of a piece of
onion skin is considered. Onion skin consists of hexagonal
onion cell at the epithelium layer.19 The onion cell membrane
forms the scatters which act as features in the depth profile.
Thus, onion samples are often used to verify the OCT methods
in the literature.20 In this paper, the onion sample is prepared
by placing a freshly sliced onion on the microscope glass
slide having 1 mm thickness. Then, a thin layer of index-
matching oil (refractive index ¼ 1.488) is applied on the top
surface of the onion skin, and another microscope glass slide
with thickness of 100 μm is used to cover the onion sample.
All glasses are made from BK7. Such a packaging is to remove
the reflection from the bottom surface of covering glass slide,
and the top surface of the covering glass slide can be used as a
reference plane.

In the experiment, the packaged sample sitting on a nano-
stage (17NST101, Melles Griot) is placed under the microscope
lens, and the position of the sample is adjusted vertically so that

Fig. 2 Schematic of two-mirror system.

Fig. 3 ACN removal results: (a) FD-OCT method; (b) minimum phase
method; (c) cepstrum method; (d) the proposed method. The arrows
indicate the regions where artifacts are observed. (All the images are
normalized and displayed in linear scale.)
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the top surface of the onion is at the focal plane of the micro-
scope lens. The sample is scanned laterally over the microscope
objective lens in steps of 1 μm over a range of 1 mm. At each
lateral position, a set of A-scan spectral interferogram SðλÞ is
measured over wavelengths with a span of 154 nm centered
at 1550 nm. The measurements are obtained with the spectral
resolution of OSA set at 0.1 nm.

After the A-scan spectral interferograms at all the lateral
positions are obtained, we proceed to reconstruct the images
by the proposed method, the FD-OCT method, the minimum
phase method,6 and the cepstrum method,7 respectively. The
reconstruction is done line by line, each line denoting one
A-scan of depth profile. Then, the reconstructed cross-section
OCT image resulting from the lateral scan is obtained by assem-
bling all the A-scan depth profiles according to their lateral posi-
tion. For each reconstruction method, the settings are the same
for individual A-scans in the cross-section image. For the pro-
posed method, the settings used in the Algorithm 1 are chosen as
γ ¼ 0.4, μ ¼ 3.5 × 10−4, M ¼ 500, and L ¼ 300. The cross-
section image is shown in Fig. 5(a). For the other three methods,
the spectral interferograms are first spline interpolated line by
line to obtain another set of spectral interferograms, each of
which is uniformly sampled on wavenumber. Then, Fourier
transform is applied for the FD-OCT method, the algorithm
described in the paper6 with 1000 iterations for the minimum
phase method, and the procedure described in the paper7 is
applied for the cepstrum method, respectively. The cross-section
images reconstructed by the three methods are given, respec-
tively in Fig. 5(b), 5(c), and 5(d).

Comparing the images in Fig. 5, it can be seen that there is a
large area of artifacts on the top part of reconstructed image
obtained from the Fourier transform–based FD-OCT. These
artifacts are suppressed in the reconstructed cross-section
images resulting from the proposed method, the minimum phase

method, and the cepstrum method. However, since the artifacts
are due to not only ACN but also other noises in practice, some
left-over artifacts are still visible in the top parts of Fig. 5(a),
5(c), and 5(d). The second observation is the vertical artifacts
appearing in Fig. 5(c) and 5(d). This may be due to two reasons.
One is that the condition of non-overlap of the cepstrums is not
satisfied for the depth profile at the corresponding positions. The
second is the spurious artifacts as mentioned in the literature.7

But the vertical artifacts are totally removed in Fig. 5(a), which
is obtained by our proposed method. Another observation when
comparing the four methods is that the reconstructed image
obtained by using our proposed method exhibits better clarity.
This is because the method actually is based on an algebra
reconstruction scheme which factored the point spread function
in the reconstruction.

In the next part of this section, the resolution and computing
demand of the various methods are compared. To evaluate the
resolution, a quantitative measure called resolution gain (RG) is
deployed here. This measure is commonly used in ultrasound
imaging.21 It is calculated as follows. First, we calculate the
autocorrelation function of one A-scan with respect to the
depth position. Then, the autocorrelation function is normalized,
with its maximum normalized to 1. The number of positions
where the autocorrelation function is greater than 0.75 were
counted to give the autocorrelation value. Second, we calculate
the autocorrelation values, respectively on the A-scans of the
proposed method, FD-OCT method, the minimum phase
method, and the cepstrum method. Next, we use the one of
the FD-OCT method as a reference, and calculate the ratio
between this reference value and the autocorrelation values of
other methods. This ratio is called the resolution gain. Without
lost of generality, we consider the scenario of a mirror surface as
the sample. The spectrum measurement is first simulated
according to Eq. (1). Then, we apply respective method to

Fig. 5 Onion imaging using various methods: (a) The proposed method; (b) FD-OCT method; (c) minimum phase method; (d) cepstrum method. The
arrows indicate the regions where artifacts are observed. (All the images are raw images displayed without any image processing. They are normalized
and displayed in logarithmic scale. Each image shows the cross section of the onion measuring 1 mm wide and 1.5 mm deep.)

Table 1 Different performance measures.

Reconstruction method Resolution gain Computation time (seconds) Autocorrelation noise removal capability

Proposed method 7 500 Best, due to algebra de-convolution helps to go
beyond the coherence length

Minimum phase method 1.4 107 Good, but with spurious or vertical artifacts

Cepstrum method 1.4 6 Good, but with spurious or vertical artifacts

FD-OCT method N.A. 4 None; the resolution is limited by the coherence length
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reconstruct one A-scan, based on which we calculate the resolu-
tion gain for the method. The obtained resolution gains are sum-
marized in Table 1. It is clear that the proposed method achieves
the highest resolution gain. This implies that proposed method
achieves highest resolution among various method. We attribute
this to the inherent deconvolution properties of solving Eq. (5).

The computing demand of various methods is evaluated by
the computational time that is required by various methods to
finish the reconstruction from one set of spectrum measurement.
For each reconstruction method, we use the timer function in
MATLAB to record the time needed. For the FD-OCT method,
the minimum phase method, and the cepstrum method, the com-
putational time also includes the time for spline interpolation of
all the spectrum measurement and the time for FFT transform.
The third column of Table 1 lists the computational time needed
by the four methods to obtain the onion images in Fig. 5. It
shows that the proposed method requires more time to perform
the reconstruction. This is understandable, as the proposed
method is based on an iterative reconstruction algorithm.
This may mean that the proposed method achieves the high reso-
lution at expense of computational time.

The overall performance of the proposed method and its
comparison to other methods is summarized in Table 1.

4 Conclusions
A reconstruction method is proposed for the removal of the
ACN in the reconstruction of depth profile by using OCT.
The method is based on the modeling of the scattered optical
fields in OCT by a sparse FIR filter. The depth profile recon-
struction is formulated as one parameter identification problem
of a sparse FIR filter given the spectrum response. The param-
eter identification is carried out via an l1-norm optimization,
but with a quadratic constraint. To overcome the challenge,
an iterative soft thresholding scheme is developed in the l1 opti-
mization to identify the filter parameters. Experiments and com-
parison studies show that the proposed method is able to remove
the ACN from the OCT images effectively.
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