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1 Introduction

The Monte Carlo (MC) technique is a powerful approach for modeling of light transport in strongly scattering biological tissues. The resulting energy deposition maps can be used in numerical simulations of heat transport and consequent physiological effects in various tissues and organs. In order to obtain realistic results and trustable predictions, however, one must apply appropriate optical parameters and a representative model of the lesion geometry.

Several earlier studies have extended the multilayer MC model developed by Wang et al.\textsuperscript{1} to three dimensions.\textsuperscript{2–4} This has enabled treatment of skin inclusions with arbitrary shapes irradiated with spatially confined laser beams. Herein, we present and test an augmented MC model of laser-irradiated human skin, with special attention devoted to treatment of side boundaries of the spatially discretized volume of interest (VOI).

In earlier documented three-dimensional (3D) MC models, either a perfectly reflecting (mirror) or escape boundary condition (BC) was applied at the VOI’s side surfaces. Rigorously speaking, however, the first approach implies an infinitely wide irradiation beam and periodically distributed skin structures, while the second is suitable only for treatment of entire organs surrounded by air.

For all other cases, a common solution to prevent edge-related artifacts from affecting the results is to move the VOI side boundaries (usually of the escape type) sufficiently far from the investigated structure. However, this approach may become prohibitively time- and memory consuming when studying the response of small absorbing inclusions, requiring fine discretization of the VOI, to irradiation with significantly larger, yet still finite and not necessarily homogeneous laser beams. One relevant example is port wine stain (PWS) lesions, with blood vessel diameters ranging from 20 to 300 μm, which are routinely treated with lasers beams with a diameter of 5 mm or more.

To overcome this problem, we have developed an alternative approach, called “extended layers.” Outside of the voxelized VOI, model photons are propagated in laterally infinite tissue layers, but without recording the local energy deposition. This idea was introduced in the 3D MC optical model by Barton et al.,\textsuperscript{4} but only at the VOI bottom boundary, thus extending the optical properties of dermis to the semi-infinite column of tissue below the VOI. As we demonstrate in the following, extending the same principle to the lateral dimensions offers great advantages in terms of modeling flexibility, accuracy, and/or computational demands, depending on which of the former approaches is used for the purpose of comparison.

After discussing the model geometry and selection of tissue optical properties, we present first our predictions of diffuse reflectance of skin at wavelengths of 532, 585, and 595 nm, which are most commonly used for treatment of cutaneous vascular lesions. Three epidermal melanin concentrations are considered, representing Caucasian, Asian, and African skin. Next, we analyze the differences between the MC simulation results as obtained by using the two boundary conditions mentioned above and our extended layers approach, for irradiation of one or two blood vessels in human skin with a 1-mm diameter laser beam.

Finally, we simulate laser treatment of PWS lesions by means of selective photothermolysis.\textsuperscript{5} To this end, we complement our MC optical model by numerical modeling of thermal transport and tissue-specific coagulation kinetics. Radiant exposure thresholds for complete photocoagulation of a typical PWS blood vessel, as well as for onset of epidermal thermal damage, are computed for different combinations of laser wavelength and skin phototype, with and without application of cryogen spray cooling.
(CS) cooling, and correlated with values from some clinical reports.

Namely, despite the unquestionable enhancement of PWS treatment efficacy and safety offered by CS cooling, the risk of permanent epidermal injury still limits the applicable radiant exposure to levels inadequate for permanent PWS vessel coagulation in many patients, especially those with darker skin phototypes. Development of sufficiently detailed and realistic numerical models of PWS response to laser irradiation should facilitate preliminary testing of novel treatment strategies with the potential to allow safe and effective treatment for a larger number of PWS patients.

2 Methodology

2.1 Optical Transport Model

Our simulation of light transport in PWS skin is based on the well-established weighted-photon MC technique. In this approach, a large number of energy packets (“photons”) propagate through the tissue and deposit a fraction of their energy into specific volume elements, according to the local absorption properties. Stochastic relations are used to determine each photon’s random trajectory, according to physical laws of light scattering, reflection, and refraction. Specifics of these relations depend on optical properties, i.e., absorption coefficient (μa), scattering coefficient (μs), anisotropy (g), and index of refraction (n) of the involved tissues. With an increasing number of simulated photons and ever finer spatial discretization of the treated volume, the resulting energy deposition map ideally converges toward the correct spatial distribution of the absorbed light energy.

Extending the multilayer MC model to three dimensions allows treatment of skin inclusions of arbitrary complex shape and optical heterogeneity. In the presented examples, the VOI has dimensions of 1 × 1 mm2 in the plane parallel to the skin surface (coordinates x and y) and 1.5 mm in depth (z). The spatial discretization step is 2 × 2 μm2 in the (x, y) plane and 20 μm in the y direction, resulting in a 3D grid with 500×500×750 voxels.

A special care is devoted to realistic treatment of the VOI side boundaries. As indicated above, neither mirror, nor escape BC is suitable for high-resolution treatment of relatively small volumes in human skin, irradiated with spatially confined laser beams. In our approach, named extended layers, photons are launched according to the laser beam intensity profile and propagated in laterally infinite tissue layers until they deposit all their energy or escape into the air. Optical properties of these layers are inherited from the border VOI elements at the respective depths, and the majority rules whenever not all of them represent the same tissue. Perhaps most importantly, energy deposition is computed and recorded only within the VOI, which keeps memory requirements at a manageable level and greatly reduces the computation time.

The same principle is applied also at the bottom boundary of the VOI. Specifically, the entire semi-space below the VOI bottom boundary inherits the optical properties from the lowest VOI layer, which is occupied by adipose in all presented examples.

The MC code is implemented in Visual C++ (Visual Studio 2008, Microsoft, Redmond, Washington). Utilization of multiple threads helps speed up the computation.

2.2 Skin Model Geometry and Optical Parameters

Our basic skin model is composed of three layers, which represent the epidermis (thickness: 60 μm), dermis (1.5 mm), and a semi-infinite layer of subcutis.

Melanin is assumed to be homogeneously distributed within the epidermis. The effective fractional content of melanin (f_{mel}) is calculated from absorption coefficient at 694 nm (μ_{a,epi}) as determined from diffuse reflectance measurements by Svaasand et al. To this end, we use the well-known relations:

\[ \mu_{a,epi} = \mu_{a,mel} + (1 - f_{mel}) \mu_{a,base}, \quad (1a) \]

\[ \mu_{a,mel} = 6.6 \times 10^{10} \text{mm}^{-1} \left( \frac{\lambda}{\text{nm}} \right)^{-3.33}, \quad (1b) \]

\[ \mu_{a,base} = 0.0244 \text{mm}^{-1} + 8.53 \text{mm}^{-1} \exp \left( -\frac{\lambda - 154 \text{nm}}{66.2 \text{nm}} \right), \quad (1c) \]

where μ_{a,base} represents the absorption coefficient of melanosome and μ_{a,base} is the baseline value for skin.

The resulting melanin fractional contents for fair Caucasian, moderately pigmented Middle Eastern or Asian, and African skin are f_{mel} = 1.3%, 3.5%, and 9%, respectively. The corresponding epidermal absorption coefficients at 532, 585, and 595 nm, obtained by using the wavelength dependence relations (1), are collected in Table 1.

For blood, we assume a hematocrit of 40% and oxygen saturation of 70%. The absorption coefficients at three considered wavelengths are obtained by linear interpolation of the values for oxygenated and deoxygenated whole blood as reported by

<table>
<thead>
<tr>
<th>Skin type/melanin fractional content</th>
<th>Epidermal absorption coefficient (mm⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>532 nm</td>
</tr>
<tr>
<td>Fair Caucasian/ f_{mel} = 1.3%</td>
<td>0.770</td>
</tr>
<tr>
<td>Moderately pigmented Asian/ f_{mel} = 3.5%</td>
<td>1.984</td>
</tr>
<tr>
<td>African/ f_{mel} = 9.0%</td>
<td>5.020</td>
</tr>
</tbody>
</table>

Table 1: Epidermal absorption coefficients at three common laser wavelengths, representative of three skin phototypes.
Table 2 Absorption coefficient ($\mu_a$), scattering coefficient ($\mu_s$), anisotropy coefficient ($g$), and refractive index ($n$) values used in our MC model of optical transport in skin.

<table>
<thead>
<tr>
<th>Tissue</th>
<th>$\lambda$ (nm)</th>
<th>$\mu_a$ (mm$^{-1}$)</th>
<th>$\mu_s$ (mm$^{-1}$)</th>
<th>$g$</th>
<th>$n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epidermis</td>
<td>532</td>
<td>3.0</td>
<td>0.770</td>
<td>1.45</td>
<td></td>
</tr>
<tr>
<td></td>
<td>585</td>
<td>50.0</td>
<td>0.790</td>
<td>1.44</td>
<td></td>
</tr>
<tr>
<td></td>
<td>595</td>
<td>50.0</td>
<td>0.790</td>
<td>1.44</td>
<td></td>
</tr>
<tr>
<td>Dermis</td>
<td>532</td>
<td>0.248</td>
<td>20.0</td>
<td>0.770</td>
<td>1.37</td>
</tr>
<tr>
<td></td>
<td>585</td>
<td>0.211</td>
<td>20.0</td>
<td>0.790</td>
<td>1.37</td>
</tr>
<tr>
<td></td>
<td>595</td>
<td>0.100</td>
<td>20.0</td>
<td>0.790</td>
<td>1.37</td>
</tr>
<tr>
<td>Subcutis</td>
<td>532</td>
<td>0.075</td>
<td>6.0</td>
<td>0.770</td>
<td>1.34</td>
</tr>
<tr>
<td></td>
<td>585</td>
<td>0.084</td>
<td>5.4</td>
<td>0.770</td>
<td>1.34</td>
</tr>
<tr>
<td></td>
<td>595</td>
<td>0.072</td>
<td>5.4</td>
<td>0.770</td>
<td>1.34</td>
</tr>
<tr>
<td>Blood</td>
<td>532</td>
<td>19.55</td>
<td>69.7</td>
<td>0.9638</td>
<td>1.33</td>
</tr>
<tr>
<td></td>
<td>585</td>
<td>17.41</td>
<td>72.1</td>
<td>0.9646</td>
<td>1.33</td>
</tr>
<tr>
<td></td>
<td>595</td>
<td>6.44</td>
<td>82.4</td>
<td>0.9740</td>
<td>1.33</td>
</tr>
</tbody>
</table>

*See Table 1.*

Meinke et al.9 (see Table 2). The absorption coefficients of subcutis (adipose) are from Bashkatov et al.10

A wide range of scattering parameter values for constituents of human skin can be found in the literature. We have tested several combinations of the reported values in MC simulations of both normal (assumed 1% blood in dermis) and PWS skin. For this study, we have selected those values of $\mu_a$ and $g$ from recent reports, which resulted in good agreement between the predicted diffuse reflectance and reported experimental values. The value of $\mu_a$ for adipose was calculated from the reduced scattering coefficient ($\mu'_s$) as measured by Bashkatov et al.,10 and the anisotropy coefficient ($g$) from Flock et al.11

For our analysis of blood photocoagulation in laser therapy of PWS, we include one blood vessel with diameter $d = 150 \mu$m and a horizontal axis 400 $\mu$m below the skin surface (Fig. 1).

In order to account for optical shading by other, not explicitly modeled PWS vessels,12 the dermis is divided into five 0.2-mm thick layers and one layer with a thickness of 0.5 mm. The corresponding absorption coefficients $\mu_{a,i}$ (Table 3) are calculated by considering the reported fractional contents of blood ($f_i$) in each layer:13

$$\mu_{a,i} = f_i C_i \mu_{a,b}d + (1 - f_i) \mu_{a,der}.$$  

Here, $\mu_{a,der}$ is the absorption coefficient of bloodless dermis (0.053 mm$^{-1}$ at 532 nm),14 and $C_i$ is the correction factor accounting for optical screening within a blood vessel of radius $r_i$.15,16

$$C_i = 0.03895 + 0.48588 \exp\left(\frac{-\mu_{a,b}d r_i}{0.1928}\right) + 0.46803 \exp\left(-\frac{\mu_{a,b}d r_i}{0.91443}\right).$$  

Fig. 1 Cross-sectional view of our PWS model geometry, including the epidermal layer (dark gray), six dermal layers with different absorption properties (gray), one horizontal blood vessel (white), and a semi-infinite adipose layer underneath. Dashed lines delineate the VOI.

The photon launching pattern simulates an incident laser beam with a top-hat profile (diameter: 5 mm) centered above the PWS blood vessel.

2.3 Heat Transport and Thermal Damage

Temperature field evolution in PWS skin is computed using the two-dimensional heat diffusion equation

$$\rho \, c_p \frac{\partial T(x, z, t)}{\partial t} = k \nabla^2 T(x, z, t) + S(x, z, t)$$  

where $k$ is thermal conductivity, $\rho$ is density, and $c_p$ specific heat. The heat-source term $S(x, z, t)$ assumes the spatial distribution of energy deposition as obtained from the MC simulation for the duration of pulsed laser exposure (1 ms).

Two-dimensional treatment of heat transport in the central plane perpendicular to the vessel axis ($y = 0.5 \, \text{mm}$) will be sufficient because—as we will demonstrate below—deposition of laser energy in the discussed examples is nearly homogeneous along the $y$ direction (i.e., parallel to the vessel axis). Consequently, heat flow in this direction is negligible.

Table 3 Mean blood vessel radii ($r_i$), fractional blood contents ($f_i$) (Ref. 11), and the resulting absorption coefficient values ($\mu_{a,i}$) at $\lambda = 532 \, \text{nm}$ for the six model PWS layers.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$z$ [mm]</th>
<th>$r_i$ [mm]</th>
<th>$f_i$ [%]</th>
<th>$\mu_{a,i}$ (mm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>60 to 260</td>
<td>25</td>
<td>5.2</td>
<td>0.383</td>
</tr>
<tr>
<td>2</td>
<td>260 to 460</td>
<td>37</td>
<td>8.0</td>
<td>0.436</td>
</tr>
<tr>
<td>3</td>
<td>460 to 660</td>
<td>34</td>
<td>3.8</td>
<td>0.247</td>
</tr>
<tr>
<td>4</td>
<td>660 to 860</td>
<td>27</td>
<td>2.5</td>
<td>0.204</td>
</tr>
<tr>
<td>5</td>
<td>860 to 1060</td>
<td>24</td>
<td>2.0</td>
<td>0.183</td>
</tr>
<tr>
<td>6</td>
<td>1060 to 1560</td>
<td>24</td>
<td>1.5</td>
<td>0.151</td>
</tr>
</tbody>
</table>
Heat exchange due to tissue perfusion can be safely neglected during the short time periods (below 0.2 s) considered in this study. In addition, due to the low blood velocity in the ectatic PWS venules and their tortuous shape, only a small fraction of heated blood can leave the VOI within the studied time interval. Moreover, since our VOI represents only a small part of the irradiated volume, this blood will be replaced by blood with a similarly elevated temperature. For these reasons, we neglect heat loss due to blood flow in the present demonstration example.

Thermal properties of most skin constituents are the same as used in our recent report. This includes the temperature dependent specific heat of bloodless skin, and the way we account for the latent heat of water vaporization (in agreement with other similar studies). In the present study, we additionally take into account the temperature dependence of tissue thermal conductivity, which was found to have an observable effect on predicted temperature dynamics, and consequently the extent of epidermal, blood, and perivascular thermal damage. This temperature dependence is estimated by considering the data for water and accounting for the protein content in blood and other skin layers.

For the duration of CS cooling, we apply a convective boundary condition at the skin surface, with a heat transfer coefficient $H = 5000 \, \text{W/m}^2\text{K}$ and outer temperature of $-50 \, ^\circ\text{C}$. At all other times, and for the examples without active cooling, we apply a typical natural convection value ($H = 10 \, \text{W/m}^2\text{K}$) and ambient temperature (25°C). Adiabatic boundary condition is applied at the lateral and bottom boundaries of the VOI and the initial skin temperature is set to 35°C.

Equation (3) is solved using the finite element method within the software package FEMLAB (COMSOL, California).

The laser-induced thermal damage is assessed within the customary Arrhenius model of protein denaturation kinetics, by computing the thermal damage coefficient,

$$\Omega(x, z, t) = A \int_0^t \exp\left[-E_a / R T(x, z, t')\right] \mathrm{d}t',$$

where $R$ is the universal gas constant. For blood, the frequency factor and activation energy are $A = 7.6 \times 10^{16}\, \text{s}^{-1}$ and $E_a = 427 \, \text{kJ/mol}$, respectively. For epidermis and dermis, we apply the values from Gaylor et al. ($A = 2.9 \times 10^{17}\, \text{s}^{-1}$, $E_a = 240 \, \text{kJ/mol}$), which were recently confirmed to be more suitable than the values used in earlier modeling. Indeed, when applying, e.g., the values from Henriques, our simulation results indicate extensive perivascular damage already at radiant exposures that do not induce coagulation of the vessel lumen, in contradiction with histological evidence in the literature.

All calculations cover an interval of 100 ms after the laser pulse, to ensure that the value of $\Omega$ has stopped increasing.

### 2.3.1 Simulation study protocol: laser treatment of PWS with and without cryogen cooling

As a demonstration example, we consider laser irradiation of a PWS blood vessel at wavelengths of 532, 585, and 595 nm, with and without application of CS cooling. The CS cooling is applied for 50 ms, immediately before the 1 ms long laser pulse. For the examples without CS cooling, this element is omitted.

For each laser wavelength and skin phototype, we simulate the laser therapy sequence (both with and without CS precoo-
of optical screening within individual blood vessels, using 3D MC modeling.\textsuperscript{2} For even closer correspondence, we also set the epidermal thickness to 60 \( \mu \text{m} \), laser beam diameter to 1 mm, and radiant exposure to 1 J/cm\(^2\). For each model geometry, we calculate energy deposition maps upon irradiation at 585 nm when applying the mirror or escape BC, and compare them with our extended layer (EL) approach.

The resulting energy deposition profiles along the vertical beam axis (passing through both vessels' axes) are presented in Fig. 3. Clearly, the choice of BC is reflected primarily in the result for the deeper vessel (\( z_0 = 0.50 \text{ mm} \)). For this vessel, using the mirror BC [Fig. 3(a)] results in a 73\% larger energy deposition (integrated over the entire vessel lumen) as compared to the EL result [Fig. 3(c); see Table 4]. The escape BC [Fig. 3(b)], on the other hand, results in 16\% lower energy deposition in the same vessel than the EL approach.

For the shallower vessel (\( z_0 = 0.25 \text{ mm} \)), the influence of BC is somewhat less pronounced. Application of the mirror BC results in an overestimation of the energy uptake by 32\%, while the escape BC leads to a 7\% lower energy deposition estimate as compared to the EL result.

The energy deposition results in Table 4 also allow quantitative assessment of optical shading, i.e., the relative change of energy uptake by the presence of a nearby vessel. We can see that the influence of the deeper vessel on the laser energy deposition in the shallower one—albeit not very large—varies strongly with the choice of BC. Specifically, by applying the mirror BC at the side boundaries of the VOI, a reduction of deposited energy by 6.3\% is obtained upon introduction of the deeper vessel. This prediction, however, is more than twice as large as the result obtained with the more realistic EL approach (i.e., \(-2.7\%)\). Applying the escape BC, in contrast, yields to underestimation of the shading effect by \(-30\%\).
The optical shading effect in the deeper vessel, while obviously significantly larger in magnitude (−28%−), is affected by selection of either mirror or escape BC to a significantly lesser degree.

Figure 4 presents energy deposition profiles through a single vessel (z₀ = 0.25 mm) with diameter of 60 or 120 μm, upon laser irradiation at 532, 585, and 595 nm, when the EL approach is applied. At the wavelength of 595 nm, with the lowest μₐ value in blood, the near-central part of the larger vessel (lighter; red solid line) absorbs slightly more laser energy than at 532 and 585 nm (thicker; black and thinner; blue, respectively). This is not the case for the 60 μm vessel (dashed lines), which is almost optically thin (μₐd < 1) at the considered wavelengths.

Energy depositions within the vessel lumen from the result in Fig. 4 are compared with predictions obtained when using the mirror and escape BC in Table 5. The largest discrepancy between the mirror BC and EL approach is observed at λ = 595 nm. The mirror BC yields 56% and 48% larger energy depositions in 60 and 120 μm vessels, respectively, as compared to the EL results. The escape BC, in contrast, leads to 11% lower predictions than the EL approach at both vessel diameters. At 532 and 585 nm, similar trends but somewhat smaller relative differences can be observed.

### 3.3 Deposition of Laser Energy in a Model PWS Blood Vessel

Figure 5 illustrates spatial distribution of deposited energy in a model PWS vessel, as obtained by our MC simulation upon irradiation with a 5-mm diameter hat-top laser beam at λ = 532 nm in moderately pigmented Middle Eastern or Asian skin (fₑ = 3.5%). The radiant exposure is H = 7.6 J/cm², which is just below the epidermal damage threshold (see Secs. 3.5 and 3.6). In the central plane perpendicular to the vessel axis [y = 0.5 mm; Fig. 5(a)], the energy deposition within the vessel is nonuniform, with the largest values near the top of the vessel lumen. Figure 5(b) presents the energy deposition in the vertical plane through the vessel axis.

Figure 6(a) presents the corresponding lateral energy deposition profile through the vessel axis (y = z = 0.5 mm). The result indicates a dip in perivascular dermis, caused by reduction of light fluence due to strong absorption in the blood vessel. Figure 6(b) presents the corresponding energy deposition profiles in the direction parallel to the vessel axis (x = 0.5 mm). Energy deposition along the vessel axis (solid black line) is practically constant throughout the VOI, due to a comparatively large laser beam diameter (d₀ = 5 mm). Energy deposition along the top of the PWS vessel (lighter, blue line) is significantly larger and shows a slight decrease toward the VOI borders. At the epidermal–dermal (ED) junction, energy deposition is again nearly constant, and larger than in the vessel center (dashed line).

The lower noise level in Figs. 5(a) and 6(a), as compared to Figs. 5(b) and 6(b) results primarily from the fact that the former correspond to a 10 times thicker tissue slice than the latter (i.e., Δy = 20 μm versus Δx = 2 μm). In addition, we have averaged 5 centrally located slices to further suppress photon noise in Fig. 5(a) and obtain a smooth heat source term for Eq. (4).

### Table 4 Energy deposition per unit length within a single vessel (z₀ = 0.25 or 0.50 mm) and with both vessels present simultaneously (see Fig. 3). Results for three boundary conditions are presented (λ = 585 nm).

<table>
<thead>
<tr>
<th>Boundary condition</th>
<th>Depth (mm)</th>
<th>One vessel (mJ/mm)</th>
<th>Both vessels (mJ/mm)</th>
<th>Relative change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mirror</td>
<td>0.25</td>
<td>137</td>
<td>128</td>
<td>−6.3%</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>85</td>
<td>61</td>
<td>−28.4%</td>
</tr>
<tr>
<td>Escape</td>
<td>0.25</td>
<td>96</td>
<td>95</td>
<td>−1.9%</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>41</td>
<td>29</td>
<td>−29.2%</td>
</tr>
<tr>
<td>Extended layers</td>
<td>0.25</td>
<td>104</td>
<td>101</td>
<td>−2.7%</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>49</td>
<td>35</td>
<td>−28.0%</td>
</tr>
</tbody>
</table>

### Table 5 Total energy uptake by vessels of 60 and 120 μm diameter located at 0.25 mm depth, upon irradiation at 532, 585, and 595 nm. Results for all three boundary conditions are presented.

<table>
<thead>
<tr>
<th>Diameter (μm)</th>
<th>Mirror BC (mJ/mm)</th>
<th>Escape BC (mJ/mm)</th>
<th>Extended layers (mJ/mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>532 nm</td>
<td>585 nm</td>
<td>595 nm</td>
</tr>
<tr>
<td>60</td>
<td>51</td>
<td>56</td>
<td>36</td>
</tr>
<tr>
<td>120</td>
<td>126</td>
<td>137</td>
<td>110</td>
</tr>
</tbody>
</table>
Fig. 5 Cross-sectional maps of laser energy deposited in a model PWS blood vessel ($d = 150 \, \mu m$, $z_0 = 400 \, \mu m$) upon irradiation with a 5-mm diameter hat-top laser beam ($l = 532 \, nm$) and radiant exposure $H = 7.6 \, J/cm^2$ in the central planes: (a) perpendicular to the vessel axis ($y = 0.5 \, mm$) and (b) through the vessel axis ($x = 0.5 \, mm$).

Obviously, the same could not be done in the case of Fig. 5(b), leading to rather noisy appearance of the profiles in Fig. 6(b). This is not an issue, however, since the latter serves only as an illustration of the model behavior and is not used in the subsequent modeling steps.

The central depth profile of energy deposition is very similar to that shown in Fig. 4 (for $\lambda = 532 \, nm$, $d = 120 \, \mu m$), and is therefore not presented.

### 3.4 Temperature and Coagulation Maps in Laser-Irradiated PWS Blood Vessel

Figure 7(a) presents temperature evolution in the model PWS blood vessel from Fig. 5, irradiated with a 1 ms laser pulse at 532 nm after 50 ms long CS cooling, as obtained using our thermal transport model (3). At radiant exposure of $H_{epi} = 7.6 \, J/cm^2$, just below the epidermal damage threshold, the temperature at the top of the vessel lumen (thinner, blue line) reaches $100^\circ C$, but remains below $70^\circ C$ at the vessel bottom (dashed line).

Temperature evolution at the ED junction, meanwhile, shows an initial drop to $10^\circ C$ upon CS precooling, followed by a jump to the maximal temperature of $68^\circ C$ [Fig. 7(b)].

Figure 8(a) presents temperature distribution in the central cross-sectional plane of the model PWS geometry at the end of 1 ms laser pulse irradiation, preceded by 50 ms CS cooling. The temperature at the bottom of the vessel lumen is considerably lower than at the top.

The corresponding temperature depth profile through the vessel center is presented in Fig. 8(b) (solid line) and compared with the result obtained for the case without CS precooling (dashed). Note, however, that these profiles correspond to different radiant exposure values, selected to match the respective epidermal damage thresholds (as determined further below): $H_{epi} = 7.6 \, J/cm^2$ with CS cooling versus $4.6 \, J/cm^2$ without cooling. We can see that the two radiant exposure values indeed result in comparable maximal temperatures within the epidermal layer ($T \approx 80^\circ C$). At the same time, CS cooling allows significantly larger temperatures to be achieved in the lower part of the vessel lumen, as compared to irradiation without precooling.

The extent of tissue coagulation, resulting from either treatment approach, is compared in Fig. 9 by presenting the cross-sectional distributions of the damage parameter $\Omega$ (4). Coagulation of blood and dermis is indicated by darker gray shades ($\Omega \geq 1$), while white and magenta areas indicate healthy and partly compromised tissue, respectively. In moderately pigmented Asian skin ($f_m = 3.5\%$), used in this model example, the model PWS vessel can be only partly coagulated at the
Fig. 7 Temperature evolution in laser irradiated PWS: (a) at the top (thinner, blue line), center (black), and bottom (short dashed) of the vessel lumen; and (b) at the epidermal-dermal junction. Radiant exposure is $H = 7.6 \text{ J/cm}^2$; see text for other details.

maximal safe radiant exposure allowed for laser treatment without CS cooling [Fig. 9(a)]. The CS cooling approach [Fig. 9(b)], in contrast, allows safe application of significantly larger radiant exposure. This enables almost complete coagulation of the model PWS blood vessel, except for the very bottom part of the vessel lumen (white and magenta regions).

3.5 Radiant Exposure Thresholds

For three laser wavelengths ($\lambda = 532, 585,$ and 595 nm), two skin phototypes (fair Caucasian and moderately pigmented Asian), and two cooling approaches (no cooling and CS cooling), we determine the minimal radiant exposure, at which the entire lumen of the model PWS vessel is coagulated ($H_{\text{PWS}}$), and the epidermal damage threshold, $H_{\text{epi}}$, as described before. Provided that $H_{\text{epi}}$ is larger than $H_{\text{PWS}}$, the interval between the two thresholds indicates the range of safe and therapeutically effective radiant exposure values for the selected skin and treatment conditions.

In Fig. 10(a), we compare the obtained radiant exposure thresholds for fair Caucasian skin. Clearly, a complete coagulation of the model PWS vessel can be safely achieved at all tested conditions (see the labels).

Specifically, the smallest safety margin is predicted for PWS treatment at 532 nm without precooling of skin ($H_{\text{epi}} - H_{\text{PWS}}$).
cooling, as Asian skin cannot be obtained safely without application of CS treatment modality for the majority of PWS patients. Furthermore, which made such pulsed dye lasers (PDLs) the preferred therapeutic radiant exposure values thus amounts to geometrical difference between

\[
H_{\text{efi}} - H_{\text{epi}} = 3.5 \%
\]

for laser irradiation at 532, 585, and 595 nm, without (left) and with application of CS cooling (right; note the labels).

\[
H_{\text{efi}} - H_{\text{epi}} = 2.1 \text{ J/cm}^2
\]

But by addition of CS cooling, the epidermal damage threshold \((H_{\text{epi}})\) is markedly increased with almost no effect on \(H_{\text{epi}}\), thus increasing the safety margin to a much more comfortable value of 7.5 J/cm². These results agree very well with clinical experience. A good fraction of PWS lesions in fair skin could be treated with no adverse side effects using early pulsed 532 nm lasers without CS cooling. However, introduction of the latter has dramatically improved the safety record of PWS therapy. Moreover, by allowing safe use of significantly higher radiant exposures, it has enabled treatment of many “resistant” PWS lesions, featuring deeper and/or larger blood vessels.

At the two longer laser wavelengths (585 and 595 nm), with lower absorption in epidermal melanin as compared to 532 nm, the difference \(H_{\text{epi}} - H_{\text{PWS}}\) is considerably larger. For our model geometry, the predicted range of safe yet therapeutically effective radiant exposure values thus amounts to \(\sim 6 \text{ J/cm}^2\) without cooling, and raises to \(\sim 13 \text{ J/cm}^2\) with application of 50 ms CS cooling. This is also in good agreement with clinical experience, which made such pulsed dye lasers (PDLs) the preferred treatment modality for the majority of PWS patients.

In contrast with the above, our results predict that complete coagulation of the model PWS vessels in moderately pigmented Asian skin cannot be obtained safely without application of CS cooling, as \(H_{\text{epi}} < H_{\text{PWS}}\) at all tested wavelengths [Fig. 10(b); left part]. With CS cooling (right), however, safe treatment of PWS appears possible at 585 and 595 nm, but with only a marginal difference between \(H_{\text{epi}}\) and \(H_{\text{PWS}}\) (1.8 to 2.0 J/cm²).

From clinical practice, it is well known that treatment of PWS lesions in patients with moderately and darkly pigmented skin is very challenging, and often impossible, even with up-to-date PDL lasers equipped with CS cooling devices.

A more detailed comparison of our predicted therapeutic thresholds with radiant exposures from several clinical reports can be found in Sec. 4.

4 Discussion

In our experience, the presented EL approach is very effective for high-resolution MC modeling of small inclusions in human skin irradiated with a spatially confined laser beam. As demonstrated in Sec. 3.2, the commonly applied mirror and escape BC can significantly affect predictions of energy deposition when the VOI side boundaries are not positioned sufficiently far from the investigated inclusion and the edge of the laser beam.

Specifically, for the case of 1 mm laser beam diameter, the mirror BC produces severely overestimated energy deposition values [compare Figs. 3(a) and 3(c)], by up to 73% in the deeper model blood vessel, Table 4]. This is a direct consequence of unrealistically slow decrease of light fluence with depth, due to the fact that no photon is allowed to escape through the perfectly reflecting VOI side walls. Such a large discrepancy is not so surprising if we consider that the result obtained with the mirror BC corresponds to the situation where an infinite number of 1 mm laser beams (separated by 1 mm in both x and y direction) would irradiate the skin surface—clearly delivering much more light than a single beam.

In addition to the above, we have determined that application of the mirror BC emphasizes mutual shading between nearby blood vessels. Specifically, the relative reduction of energy uptake in the superficial vessel caused by presence of the deeper vessel is overestimated by a factor of 2.3 (Table 4).

It is evident that the mirror BC can yield realistic predictions of light transport in a small volume near the center of a sufficiently large laser beam. This was utilized in many earlier models of blood vessel photocoagulation.4, 28, 35, 36 By performing a direct comparison for our PWS model geometry (Fig. 1), we can confirm that this approach predicts practically identical energy deposition profiles as obtained with our EL approach for the 5-mm diameter hat-top laser beam with the same energy density. To be precise, the blood vessel energy uptake obtained with the mirror BC was actually \(\sim 2\%\) lower. We attribute this effect to the fact that the reflecting VOI boundaries produce mirror images of not only the laser source but also of the absorbing structures inside the VOI, thereby reducing the fluence at the corresponding depths, which is not the case with our EL approach.

However, without the ability to perform a more realistic computation, it might be very difficult to determine the beam diameter at which the limit of infinitely wide irradiation, inherently implied by the mirror BC, is achieved for any specific combination of tissue optical properties, target structure depth, VOI dimensions, etc. The results in Table 5, for example, show that discrepancies between the mirror BC and our EL approach increase with decreasing absorption coefficient of tissues (from 532 to 595 nm), which can be attributed directly to consequently increasing effective free path. In addition, our EL approach also enables high-resolution modeling of...
nonuniform (including noncentrosymmetric) laser beams, which are not treatable using a small VOI with mirror BC.

With the escape BC, in contrast, energy deposition in deeper structures is underestimated, because no photon passing through the VOI side boundaries is scattered back from the surrounding tissue (Fig. 3, Tables 4 and 5). This is evidently physically inaccurate for human skin, but—for the discussed wavelengths, and model geometry—the related artifacts are smaller than in the case of mirror BC.

Clearly, the influence of such artifacts can be reduced, and eventually eliminated, by positioning the VOI side boundaries of the escape type sufficiently far from both the investigated structure and the laser beam edge, and many earlier studies have adopted this approach.3 But, when high-resolution 3D modeling involving relatively large laser beams is required, this may come at a very high price.

For the purpose of illustration, we turn again to our PWS model geometry and the 5 mm diameter hat-top laser beam. By extending the VOI with escape BC to $6 \times 6 \times 1.5$ mm$^3$, the computation time for a run involving 10$^7$ photons amounted to 57 h and 27 min on our personal computer (Core i7 870 processor by Intel; 8 GB of DDR3 RAM), despite the use of multithreading. With the EL approach, meanwhile, it took only 17 min to obtain the same results in the central $1 \times 1 \times 1.5$ mm$^3$ volume of interest, which is more than 200 times faster.

Moreover, note that we could only perform this comparison by reducing the spatial resolution. At the applied VOI discretization $(4 \times 20 \times 4$ μm$^3)$, 1288 MB of RAM were namely used just to store the energy deposition matrix for the escape BC example. At the finer discretization, as used for our entire study, this matrix would have been 4 times larger, likely preventing the program from running at all. In our EL implementation, used for all presented examples, the energy deposition matrix meanwhile consumes only 572 MB of RAM at the finer VOI discretization.

When we compare our predictions of laser damage thresholds (Fig. 10) with radiant exposure values used in published PWS clinical studies, we find a rather good agreement.

In one study,37 radiant exposure of 10 J/cm$^2$ at $\lambda = 532$ nm was applied successfully to patients with skin types I–III, without active cooling of skin. The laser pulse duration was 6 ms and beam diameter 1 mm. For fair Caucasian skin and the same wavelength, our results indicate the epidermal damage threshold at $H_{epi} = 8.8$ J/cm$^2$, but for a shorter laser pulse duration ($t_p = 1$ ms) and larger beam diameter ($d_b = 5$ mm). Note that the longer pulse duration enables partial thermal relaxation of the epidermis during the irradiation, which increases $H_{epi}$. Similarly, the laser beam diameter of 1 mm as used in the clinical study will result in a faster decrease of light fluence with depth inside the skin as compared to 5 mm,38 thus resulting in a further increase of the epidermal damage threshold. Both effects are reproduced in our numerical model.

In another clinical study at 532 nm,39 radiant exposure of 10 J/cm$^2$ at $\lambda = 532$ nm was applied successfully to patients with skin types I–III, without active cooling of skin. The laser pulse duration was 6 ms and beam diameter 1 mm. For fair Caucasian skin and the same wavelength, our results indicate the epidermal damage threshold at $H_{epi} = 8.8$ J/cm$^2$, but for a shorter laser pulse duration ($t_p = 1$ ms) and larger beam diameter ($d_b = 5$ mm). Note that the longer pulse duration enables partial thermal relaxation of the epidermis during the irradiation, which increases $H_{epi}$. Similarly, the laser beam diameter of 1 mm as used in the clinical study will result in a faster decrease of light fluence with depth inside the skin as compared to 5 mm,38 thus resulting in a further increase of the epidermal damage threshold. Both effects are reproduced in our numerical model.

In another clinical study at 532 nm,39 radiant exposure of 7 J/cm$^2$ ($t_p = 2$ ms, $d_b = 3$ mm) was applied with contact cooling of skin, with no adverse effects observed in the patients. Our simulation results indicate $H_{epi} = 14.2$ J/cm$^2$ for fair Caucasian and 7.6 J/cm$^2$ for moderately pigmented Asian skin, respectively. The expected increase of $H_{epi}$ due to the somewhat longer laser pulse and smaller beam diameter used in this clinical trial (as compared to those considered in our simulation) is offset, at least in part, by the smaller efficacy of the contact cooling device with respect to CS cooling.40 Without having run our model for those particular conditions, it is hard to give a reliable verdict, but the radiant exposure values mentioned above certainly do not appear to be conflicting.

At $\lambda = 585$ nm, radiant exposure of 6.75 J/cm$^2$ (applied without skin cooling) was reported to result in 11% incidence of adverse effects in patients with skin types I–IV (at $t_p = 1.5$ ms and $d_b = 7$ mm).34 In our simulation results, $H_{epi} = 11.2$ J/cm$^2$ is predicted for fair Caucasian skin, dropping to 6.1 J/cm$^2$ for moderately pigmented Asian skin, which represents an excellent match with the clinical observations stated above.

In another study,42 where CS cooling was used with a 585 nm laser ($t_p = 1.5$ ms, $d_b = 5$ mm), radiant exposures between 11 and 20 J/cm$^2$ were used successfully in patients with skin types I–V. Our simulation predictions ($H_{epi} = 17.4$ and 9.8 J/cm$^2$ for fair Caucasian and Asian skin, respectively) match these observations reasonably well, given the small difference in laser pulse duration and known variability of different CS cooling devices.

At 595 nm, application of $H = 15$ J/cm$^2$ with CS cooling was reported to cause no permanent adverse effects in patients with skin phototypes I–IV ($t_p = 1.5$ ms, $d_b = 7$ mm).35 This is in good agreement with our prediction of $H_{epi} = 19.3$ J/cm$^2$ in fair Caucasian skin (at $t_p = 1$ ms). According to our simulation, the above radiant exposure value would cause problems in patients with moderately pigmented Asian skin ($H_{epi} = 9.9$ J/cm$^2$), but these would probably have been categorized as phototype V and thus not enrolled in the study. In addition, our modeling of the CS cooling is rather conservative. Heat transfer coefficient values significantly higher than $H = 5000$ W/m$^2$K were assessed for some commercial CS cooling devices,26 and the treating physician may choose a longer cooling time than the modeled 50 ms, which would both lead to a higher threshold for epidermal injury.

All in all, our numerically predicted radiant exposure thresholds correlate very well with the reported clinically applied values for therapy of PWS, when taking into account the differences in other laser parameter parameters (pulse duration, beam diameter). The occasional discrepancies could result from the mismatch in CS cooling settings and efficacy, etc. On top of that, the well-known variations in PWS blood vessel size and depth distribution on an individual patient basis affect the respective values of $H_{wes}$ and—to a smaller degree—also $H_{epi}$, thus introducing significant differences in lesion response to laser therapy that can be safely administered.

When all these parameters are kept constant in the model, however, the observed trends with respect to laser wavelength, cooling approach, and skin phototype (see Fig. 10) match common knowledge in the field. With the above stated reservations in mind, we therefore believe that the presented numerical model is sufficiently realistic to allow provisional exploration of novel treatment approaches and protocols, including those involving as yet unavailable equipment.

For example, an earlier numerical and animal model study showed that dividing the radiant exposure into multiple laser pulses (MLP), while controlling the epidermal temperature rise by application of multiple cryogen spurts (MCS), can allow safe photocoagulation of significantly larger subsurface blood vessels as compared to the customary single-pulse treatment.23 We have recently applied a similar numerical model as presented...
above to assess the optimal values of additional free parameters in such MCS-MLP treatment approach (i.e., repetition rate, number of CS-laser pulse pairs). The results suggested that specific MCS-MLP sequences provide significantly higher efficacy and safety as compared to the customary treatment, across a wide range of PWS blood vessel diameters and depths. Such an approach may thus lead to an improved therapeutic outcome for patients with darker skin and/or PWS featuring blood vessels of larger caliber, which are currently untreated due to high risk of permanent epidermal injury [see Fig. 9(b)].

5 Conclusions
The presented 3D MC optical model with a novel approach to treatment of the VOI side boundaries represents a very flexible and effective approach to high-resolution treatment of small volumes in human skin with arbitrary inclusions, irradiated with spatially confined laser beams. A direct comparison shows that the energy deposition maps differ significantly from those obtained using the escape and mirror boundary conditions even for simple, plausible model geometries. The model reproduces realistic values of diffuse reflectance for normal skin and, when augmented with a model of thermal transport and tissue coagulation kinetics, realistic values of radiant exposure thresholds for epidermal injury and for photocoagulation of PWS blood vessels in various skin phototypes, with or without application of cryogen spray cooling.
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