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Abstract. We demonstrate theoretically and experimentally that the phase retardance and relative optic-axis orientation of a sample can be calculated without prior knowledge of the actual value of the phase modulation amplitude when using a polarization-sensitive optical coherence tomography system based on continuous polarization modulation (CPM-PS-OCT). We also demonstrate that the sample Jones matrix can be calculated at any values of the phase modulation amplitude in a reasonable range depending on the system effective signal-to-noise ratio. This has fundamental importance for the development of clinical systems by simplifying the polarization modulator drive instrumentation and eliminating its calibration procedure. This was validated on measurements of a three-quarter waveplate and an equine tendon sample by a fiber-based swept-source CPM-PS-OCT system. © 2012 Society of Photo-Optical Instrumentation Engineers (SPIE). [DOI: 10.1117/1.JBO.17.3.030504]
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1 Introduction
Polarization-sensitive optical coherence tomography (PS-OCT) is a functional extension of OCT and has been used extensively to image birefringent biological tissues. Recently PS-OCT with continuous polarization modulation (CPM-PS-OCT) has been reported, in which CPM is required to obtain frequency-shifted OCT signals with respect to the modulation frequency. An electro-optic modulator (EOM) is typically necessary to modulate the polarization state of the sample illuminating light continuously. The phase modulation of the EOM is \( \varphi = A \sin(\omega_m t) \), where \( \omega_m \) is the angular frequency of CPM. It is customary to choose the EOM phase modulation amplitude of \( A = A_0 = 2.405 \) radians in CPM-PS-OCT, so that the zero \(^{\text{th}}\)-order of the Bessel function of the first kind is evaluated to be zero, namely, \( J_0(A_0) = 0 \).

To achieve this condition, the EOM must be carefully calibrated to ensure that \( A = A_0 \). For this calibration, Jiao et al. proposed an approach, in which the ratio of the intensities of the \( 2\omega_m \) and \( 4\omega_m \) harmonics of the EOM modulation frequency in both detection channels was measured and ensured to be \( J_2(A_0)/J_4(A_0) = 6.667 \). However, it is extremely difficult to use this calibration method when a resonant EOM is used since the detection of the harmonics is typically limited by the data acquisition speed. This is because the resonant frequency \( \omega_m \) is typically set between \( 1/3 \) and \( 1/2 \) of the data acquisition speed to optimize the system measurement depth range. Todorović et al. pointed out that a phase modulation amplitude other than \( A_0 \) could in principle be used provided that the EOM does not saturate at any point. However, theoretical and experimental studies on this have not been presented to date. In this letter, we present theoretical and experimental analysis on the use of different phase modulation amplitude for CPM-PS-OCT measurements, and show that the optic axis orientation and phase retardance of a sample can be calculated without prior knowledge of the actual value of the phase modulation amplitude provided that the amplitude is in a reasonable range. This eliminates the need for the EOM calibration process and allows the use of any phase modulation amplitude that does not saturate the EOM. These conclusions are validated by measurements on a three-quarter waveplate (TQWP) and equine tendon using a CPM-PS-OCT system.

2 System and Theory
The CPM-PS-OCT system used in this work has been described in our previous paper. Briefly, the light source was a 10 kHz wavelength sweeping laser (HSL-2000, Sante) which sweeps over 128 nm across a center wavelength of 1.3 μm. The light is polarized by a linear polarizer and then modulated continuously by a broadband waveguide EOM (PC-B3-00-SFAP-SFA-130-U, EOSpace). The modulated light is split into the reference and sample arm and recombined and detected. The theoretical description and data processing procedures of the system have been described in details elsewhere. When the EOM amplitude is adjusted to a value of \( A_0 \) the depth-resolved Jones matrices of the combined system fibers and sample are algebraically calculated from the experimental data,

\[
J_{\text{measured}} = \begin{bmatrix} -\bar{T}_{00} - \frac{\bar{p}_{11}}{\bar{I}_{11}} & \bar{T}_{01} - \frac{\bar{p}_{10}}{\bar{I}_{10}} \\ -\bar{T}_{10} - \frac{\bar{p}_{01}}{\bar{I}_{01}} & \bar{T}_{11} - \frac{\bar{p}_{00}}{\bar{I}_{00}} \end{bmatrix},
\]

where \( \bar{T}_{ij}, \bar{p}_{ij}, \bar{I}_{ij} \) shows the complex conjugate of the horizontally polarized nonmodulated, first-order, vertically polarized nonmodulated, first-order OCT signals, respectively, and \( J_1(A_0) \) is the first-order Bessel function of the first kind evaluated at \( A_0 \). However, when the amplitude is set to a general value \( A \), we use the Jones matrix-based analysis of PS detection in CPM-PS-OCT to deduce a general expression for \( J_{\text{measured}} \).
where $J_0(A), J_1(A)$ are the zero'th and the first-order Bessel function of the first kind evaluated at the set phase modulation amplitude $A$, respectively. Equation (2) shows that in principle $A$ can be set to an arbitrary value provided that the EOM is not saturated at any point, i.e., $J_{\text{measured}}$ measured can be calculated with any values of $A$. The limit for small values of $A$ depends on the system sensitivity since the system would show large measurement uncertainty when the generated first-order OCT signal approaches the system noise floor.

Both Eqs. (1) and (2) show, however, that the value of $A$ must be known in order to recover the desired Jones matrices from the measurement data $J_{\text{measured}}$, etc. This requires that the EOM must be carefully calibrated. In practice, it is also necessary to compensate for the fiber-induced birefringence in the sample arm fiber. To do this, the Jones matrix at the sample surface $J_{\text{surf}}$ is used as a reference matrix to calculate the birefringence in the sample. The double-pass phase retardance $\eta$ and fast-axis orientation $\theta$ of the sample can then be obtained from the matrix diagonalization of the following equation (Ref. 6),

$$J_{\text{cm}} = J_{\text{measured}}J_{\text{surf}}^{-1} = J_{\text{U}}\left(\begin{array}{cc} p_1e^{i\eta/2} & 0 \\ 0 & p_1e^{-i\eta/2} \end{array}\right)J_{\text{U}}^{-1},$$

where $p_1, p_2$ are two transmissions of the eigenvectors of the sample, and $J_U$ is a general unitary matrix, whose columns are the fast and slow eigenpolarizations of $J_{\text{cm}}$. $\theta$ is extracted from these eigenpolarizations. The degree of the phase retardance can be extracted through the phase difference of the resulting diagonal elements. We will now show that this surface calibration procedure in fact completely cancels the effects of varying the value of $A$, i.e., $J_{\text{cm}}$ can be calculated without knowing the actual value of $A$. To do this, we first note Eq. (2) can be matrix-factorized into the following form:

$$J_{\text{measured}} = J_{\text{sig}}J_{B1}(A)J_{B0}(A),$$

where

$$J_{\text{sig}} = \begin{pmatrix} T_{B0} & T_{B1} \\ \bar{T}_{B0} & \bar{T}_{B1} \end{pmatrix}, \quad J_1 = \begin{pmatrix} -1 & 1 \\ -1 & -1 \end{pmatrix},$$

$$J_{B1}(A) = \frac{1}{2}\left(\begin{array}{cc} 1 + \frac{1}{J_1(A)} & -1 \\ -1 & 1 + \frac{1}{J_1(A)} \end{array}\right),$$

$$J_{B0}(A) = \frac{1}{2}\left(\begin{array}{cc} J_0(A) & -J_0(A) \\ J_0(A) & J_0(A) \end{array}\right).$$

Here, we define three new Jones matrices: $J_{\text{sig}}, J_{B0}(A)$, and $J_{B1}(A)$. Note that $J_{\text{sig}}$ is determined solely by the experimentally measured signals $\bar{T}_{B0}, \bar{T}_{B1}$, etc. $J_{B0}(A), J_{B1}(A)$ are determined solely by the values of the Bessel functions at the value $A$ and $J_1$ is a constant Jones matrix. $J_{B0}(A)$ becomes the identity matrix and Eq. (4) reduces to Eq. (1) when $A = A_0$. $J_{B0}(A), J_{B1}(A)$ are clearly invertible matrices. Substituting Eq. (4) into Eq. (3)

$$J_{\text{cm}} = J_{\text{measured}}J_{\text{surf}}^{-1} = (J_{\text{sig}}J_{B1}(A)J_{B0}(A))(J_{\text{sig}}^{-1}J_{B1}(A)J_{B0}(A))^{-1} = J_{\text{sig}}J_{\text{surf}}^{-1},$$

where $J_{\text{surf}}$ corresponds to $J_{\text{sig}}$ as measured at the sample surface. Equation (5) shows that the calibrated Jones matrix $J_{\text{cm}}$, which by Eq. (3) contains all the information needed to determine the sample phase retardance and relative optic-axis orientation, can be derived purely from the experimentally measured signals $\bar{T}_{B0}, \bar{T}_{B1}$, etc. at the desired depth as well as at the surface. The value of $A$ is not specifically required and this makes it possible to avoid the EOM calibration process. Values of $A < 2.405$ can also be used, which can simplify the provision of the EOM drive voltage.

3 Experimental Results

A single-plane TQWP (WPF410, CryLight) was used as a test target to validate the theoretical analysis in previous section using our system. The phase modulation amplitude, $A$, of the EOM was first calibrated by using a general analysis based upon previous reports and the measured half-wave voltage of the EOM was 9.5 V. Therefore, the different values of $A$ could be set manually by slowly adjusting the drive voltage. It should be noted that this calibration method is limited for the specific EOM used (i.e., waveguide based) and thus has limitation in terms of generality and practicality. In this measurement, $A$ was set from ~3.20 to 0 radians with a 0.23 radians increment (equivalent to 2 V peak-to-peak drive voltage). The sample Jones matrix was calculated without knowledge of the actual value of $A$ by using Eq. (5) and the results are shown in Fig. 1, in which relative fast-axis orientation was calculated using the method proposed in Ref. 6. The TQWP was kept untouched during the measurement. Figure 1 shows the measured phase retardance (left) and optic-axis orientation (right) along with the standard deviation of each measurement as functions of $A$. Several tens of A-scans were collected at each $A$ during the experiment and the results were used to calculate the standard deviation of the measurement. It is clear that the measured retardance and orientation are essentially the same when $A$ varies from ~0.65 to 3.20 radians, suggesting that the measurement of phase retardance and orientation is indeed independent of $A$. The systematic measurement error and the standard deviation increase when $A$ falls below

![Fig. 1 Measured phase retardance (a) and relative orientation (b) of the TQWP for different values of the phase modulation amplitude, $A$. Several tens of A-scans were collected at each value of $A$ and used for calculating the standard deviation of the measurement](http://biomedicaloptics.spiedigitallibrary.org/pdfaccess.ashx?url=/data/journals/biomedo/24201/ on 03/30/2017 Terms of Use: http://spiedigitallibrary.org/ss/termsofuse.aspx)
that yields accurate measurements. It should be noted that any voltage could be used because the change of the measurement results is due to the phase retardance error. This voltage could be provided by a typical function generator itself or an analog output card with no auxiliary amplifier being required.

4 Conclusions

In conclusion, both theory and experiment have demonstrated that the change of the measurement results is due to the phase retardance error. This voltage could be provided by a typical function generator itself or an analog output card with no auxiliary amplifier being required.
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