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Abstract. Near-infrared spectroscopy is a novel imaging technique
potentially sensitive to both brain hemodynamics (slow signal) and
neuronal activity (fast optical signal, FOS). The big challenge of mea-
suring FOS noninvasively lies in the presumably low signal-to-noise
ratio. Thus, detectability of the FOS has been controversially discussed.
We present reliable detection of FOS from 11 individuals concurrently
with electroencephalogram (EEG) during a Go-NoGo task. Probes were
placed bilaterally over prefrontal cortex. Independent component anal-
ysis (ICA) was used for artifact removal. Correlation coefficient in the
best correlated FOS–EEG ICA pairs was highly significant (p < 10− 8),
and event-related optical signal (EROS) was found in all subjects. Sev-
eral EROS components were similar to the event-related potential (ERP)
components. The most robust “optical N200” at t = 225 ms coin-
cided with the N200 ERP; both signals showed significant difference
between targets and nontargets, and their timing correlated with sub-
ject’s reaction time. Correlation between FOS and EEG even in single
trials provides further evidence that at least some FOS components “re-
flect” electrical brain processes directly. The data provide evidence for
the early involvement of prefrontal cortex in rapid object recognition.
EROS is highly localized and can provide cost-effective imaging tools
for cortical mapping of cognitive processes. C©2010 Society of Photo-Optical
Instrumentation Engineers. [DOI: 10.1117/1.3505007]
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1 Introduction
In 1945, it was discovered that neuronal activity causes changes
in the optical properties of nervous tissue.1 Later, changes in
the optical properties of brain cells have been demonstrated
by many research groups using brain slices2, 3 and intact cor-
tical tissue.4, 5 Since then, optical methods have been widely
used to explore brain function, utilizing contrast agents (ex-
trinsic signal) or measuring light detected from a source (e.g.,
laser diode) propagating through the tissue (intrinsic signal). In
addition, several research groups have demonstrated that opti-
cal methods can be used to measure hemodynamic responses
through the skull in human subjects, and these findings led to
the development of near-infrared spectroscopy (NIRS) as a new
noninvasive imaging tool.6–10 Due to the fact that the major ab-
sorbent of near-infrared light in biological tissue is hemoglobin,
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NIRS methodology measures a signal dependent on blood oxy-
genation, which is similar to the blood oxygenation level depen-
dent (BOLD) signal measured by functional magnetic resonance
imaging (fMRI). Neurovascular mechanisms are relatively slow,
and a hemodynamic optical signal usually includes both an in-
crease in concentration of oxygenated hemoglobin and a de-
crease in deoxygenated hemoglobin, which develop within a
few seconds and peak at 5 to 10 s after the stimulus/task onset,
as has been demonstrated in many studies using various func-
tional tasks.11–14 In contrast, an optical signal that depends on
changes in optical properties of nervous cells is much faster
(1 to 10 ms). It is believed that this signal results from changes
in light scatter. In brain tissue, cellular membranes have refrac-
tive indices different from the refractive indices of the intra- and
extracellular space, which leads to light scattering. It is there-
fore possible that changes in membrane potential associated with
neuronal activity may lead to changes in the refractive properties
of those membranes and therefore cause changes in light scat-
tering. Another possible mechanism influencing light scattering
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is related to changes in cell volume. Although discovered earlier
than the hemodynamic optical signal,1 the so-called fast optical
signal (FOS) remains controversial when an attempt is made to
record it noninvasively from the scalp.

During the last 10 years, there have been several attempts to
record fast optical signal noninvasively through the scalp and
skull in human subjects.12, 15–23 The results of these studies,
however, have been controversial. Using phase measurement
with a frequency-domain optical instrument, Gratton et al.15

reported short-latency and well-localized event-related optical
signal (EROS) recorded from the human occipital cortex during
visual stimulation. This response showed spatial agreement with
an fMRI signal and temporal agreement with a visual evoked po-
tential. Since then, several reports replicating and expending the
initial results have been published by the same group, including
recording of the fast optical signal from the auditory cortex dur-
ing auditory processing and motor cortex during somatosensory
stimulation.16, 20, 24

Steinbrink et al. were first to measure fast optical signals
using a continuous-wave (CW) optical instrument and intensity
measurements (�I/I), rather than photon delay,17 but subsequent
results reported by this group have been less consistent. A more
recent study has yielded limited results, as the authors detected
a significant change in optical signal in only one from eight
subjects during subthreshold median nerve stimulation and a
lack of signal in all 11 subjects during visual stimulation with
reversing checkerboard.23 Importantly, the authors emphasized
the problem of motion artifacts in optical recordings and cau-
tioned that even small stimulus-correlated movement artifacts
may potentially mimic fast optical signals.

In a study by Franceschini and Boas,12 fast optical signal
was recorded in 10 healthy volunteers during finger-tapping,
tactile stimulation, and electrical median nerve stimulation using
a CW instrument. The fast signal was detected in 43% of the
measurements during finger-tapping, 60% of those during tactile
stimulation and 23% of those during electrical median nerve
stimulation. The relative changes in intensity associated with
brain activation were ∼0.07% with latencies ∼100 ms (Ref. 12).
However, a recent study by the same group has failed to detect
EROS in optical signals recorded in two monkeys epidurally—
i.e., at the exposed surface of the brain dura mater during visual
stimulation with a reversing checkerboard.25

Morren et al.22 used a frequency-domain system and mea-
sured the amplitude, mean intensity, and phase of the optical
signal during a finger-tapping task. The authors employed so-
phisticated data analysis algorithms—namely, an adaptive filter
and independent component analysis (ICA) to remove arterial
artifacts from the optical signals. In 9 of 14 subjects, a signifi-
cant fast neuronal signal related to the finger tapping was found
in the intensity signals. In the phase signals, indications of the
fast signal were found in only two subjects.22

Thus, because FOS has been demonstrated in several but
not all studies where an attempt was made to record it, it is
important to extend the scope of experimental paradigms in
order to further explore the detectability of FOS and find optimal
conditions as well as signal processing algorithms, which may be
necessary for its reliable recording. Given a significant problem
with motion artifacts potentially mimicking fast signals, in the
current study, we have decided to use a Go-NoGo paradigm
where a motor response is required in response to only one class

of stimuli (targets). Different from the most commonly used
electrophysiological paradigm of an oddball task where target
stimuli constitute only a small portion of all stimuli, in the
Go-NoGo task, the numbers of targets and nontargets are often
similar. This is optimal for the comparison between target- and
nontarget-related brain responses when only targets require an
overt motor response.

In the Go-NoGo paradigm, participants are asked to respond
to one class of stimuli (“target” or “Go”), e.g., by pressing a
button, and to withhold their response to another class (“nontar-
get” or “noGo”).26 Using event-related potential (ERP), it has
been well established that noGo responses (in comparison with
Go responses, i.e., when a noGo > Go difference is calculated)
evoke a large negativity around 200 to 300 ms (depending on
the task) over frontal sites with a corresponding positivity at oc-
cipital sites,26 a response termed a “N200 noGo effect.”27 If the
opposite contrast is used (Go > noGo), differential activity is
observed at 200 to 300 ms as a negative potential over temporal-
occipital and positive deflection over frontal regions.28 Because
its electrophysiological correlates are well known, this task pro-
vides a good opportunity for a search for the corresponding
correlates within FOS. Thus, a more specific goal of the study
was to find an optical analog (if any) of the N200 ERP compo-
nent and test whether it has physiological properties similar to
the N200 potential—namely, whether its amplitude is sensitive
to the stimulus class (target versus nontarget) and whether its
timing correlates with a behavioral response.

In the following text, we refer to the raw and preprocessed
electrical and optical data as “EEG” and “FOS,” respectively,
and to the event-related data (i.e., after trial averaging) as
“event-related potential” (ERP) and ‘event-related optical sig-
nal’ (EROS). When describing individual components/waves of
EROS, we utilize a commonly used ERP naming convention and
add the letter “o” at the front of the corresponding ERP name.
For example, an optical analog of the N200 ERP component is
referred to as “oN200.”

2 Methods
Our experimental approach has been described in detail
elsewhere,29 and here we provide a brief description of the
methods.

2.1 Participants and Recording Probes
Experiments were performed with participation of 11 right-
handed individuals (five females; mean age 23) who signed the
consent form approved by Georgetown University Institutional
Review Board. All participants reported normal (or corrected
to normal) vision and performed a battery of behavioral tests
including the assessment of IQ and handedness. Before the ex-
periment (lasting up to 2 h), an electrode sensor net was placed
on the subject’s head with 128 channels for EEG recording:
[manufactured by Electrical Geodesic, Inc. (EGI), Eugene, Or-
egon]. On top of the EEG net, two optical probes were placed
that were specifically designed for simultaneous acquisition of
optical and EEG signals. Lightweight flexible optical fiber bun-
dles (∼2 mm in diameter) had their front ends (optodes) bent at a
right angle at the length of 18 mm to allow them to reach the scalp
through the EEG net. Optodes were arranged on a supporting
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Fig. 1 (a) Positions of laser sources (red/black) and detectors (blue/gray) on the scalp. (b) Optical probe on top of the EEG sensor net. (Color online
only.)

flexible plastic base (15×8 cm) holding three source fibers and
eight detector fibers (Fig. 1). Two such probes were placed
bilaterally on each side of the head to cover the inferior and
the middle frontal gyri (IFG and MFG, respectively) using the
EGI electrodes as reference points in relation to the anatomi-
cal landmarks of the international 10–20 EEG system. The area
covered by the left probe extended from the Fp1 to T3 location
along the anterior–posterior axis and from the F7 to F3 loca-
tion along the ventral–dorsal axis. The right probe was placed
symmetrically.

2.2 Experimental Paradigms
The Go-NoGo task was based on a paradigm introduced by
Thorpe et al.28 to study rapid detection of familiar objects (an-
imals). Black-and-white pictures of natural scenes (size 472
×728 pixels) normalized by brightness and contrast were pre-
sented on a computer LCD monitor at a viewing distance of
75 cm and an angular size of 10 deg. To minimize expectancy
effects, stimulus onset asynchrony (SOA) was varied randomly
from 900 to 1700 ms. Stimulus presentation was organized in
12 blocks, each containing 100 pictures. There were short peri-
ods of rest (∼10 s) after each block and longer rest periods (30
to 60 s) between series of four blocks. Subjects were instructed
to detect whether an animal (target) was present in the picture
displayed for 26 ms and, in response to targets only, press two
buttons on a button box using both thumbs as soon as possible.
Between picture presentations, a crosshair was displayed in the
center of the monitor, and subjects were instructed to fix their
gaze on the cross to minimize eye movements.

2.3 Data Collection and Analysis
Optical signals were recorded with a continuous-wave CW5
imaging system (TechEn, Inc., Milford, Massachusetts). The
system has 32 laser sources emitting light at two wavelengths,
690 nm and 830 nm (i.e., 16 lasers at each wavelength), and
32 avalanche photodiodes as detectors. Data collection from
all detectors is performed in parallel at a high sampling rate
(41.7 kHz). Each laser is modulated at a different frequency
from 6.4 kHz to 12.8 kHz, with intervals of 200 Hz between
adjacent channels to allow subsequent offline frequency de-

modulation and separation of individual source–detector pairs.
In current experiments, only three dual-wavelength (690 and
830 nm) laser sources and eight optical detectors for each
hemisphere were used. Synchronization of picture presen-
tation and data acquisition was achieved using a standard
transistor-transistor logic (TTL) trigger pulse generated by the
presentation software (E-Prime) at the onset of picture pre-
sentation. At this time, a square sound wave (20-ms dura-
tion) was also sent by E-Prime to the analog output of the
computer sound card. The trigger pulse was recorded by the
EEG instrument, and the square sound wave was recorded at
the auxiliary channel of the CW5 instrument for event-related
synchronization of optical data using the rising edge of the sound
wave.

After frequency demodulation and disentanglement of
source–detector pairs, 28 channels for each wavelength were
selected for further analysis (four nearest detectors d1 to d4 for
source s1, six nearest detectors d3 to d8 for source s2, and four
nearest detectors d5 to d8 for source s3 give 14 channels plus
14 homologous channels from the right hemisphere; see Fig. 1).
Optical data were then separated into slow (hemodynamic)
and fast components. Because optical amplitude measurements
provided by CW instruments do not allow the experimenter
to distinguish between light absorption (the major source of
a hemodynamic signal) and light scatter (a presumed source
of fast optical signals), we used a simple empirical approach
based on signal filtering. To get the slow component, the
optical signal was lowpass filtered at <1 Hz. To get the fast
component, the same raw signal was filtered within 2 to 100 Hz.
The cutoff frequency of 2 Hz was chosen in order to reduce
cardiac artifacts significantly present within optical signals.
Further elimination of cardiac artifacts was done through
independent component analysis (ICA).30 We used the FastICA
algorithm available as a package of MATLAB scripts at
http://www.cis.hut.fi/projects/ica/fastica. The slow (hemody-
namic) signal was downsampled at 20 Hz, analyzed separately,
and presented elsewhere.29 Here, we present only the fast
signal along with the EEG data. The fast optical signal was
downsampled at the same sampling rate used for EEG data
acquisition (200 Hz). EEG data was bandpass filtered at 1
to 100 Hz. Both FOS and EEG signals were segmented into
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stimulus-related trials using a time window (−200 800) ms
around the onset of picture presentation (assumed to be at
t = 0). All trials were joined together in a correct sequential
order to produce “preprocessed” or segmented data. Indepen-
dent component analysis was then performed on the segmented
data (separately for EEG and for each wavelength of FOS).
Artifactual ICA components were identified as related to
cardiac activity (the most pronounced artifact in FOS), eye
blinks and eye movements (the most pronounced artifacts in
EEG), and small sporadic head movements (present in both
FOS and EEG). All these artifacts were removed during restora-
tion of FOS and EEG signals from their corresponding ICA
components. Before averaging over trials, FOS and EEG data
were converted to “baseline-based” z-scores at each trial. First,
baseline correction was done. [The mean value over a baseline
period (−200 0) s was subtracted from the signal amplitude at
each time point.] Then, the signal was normalized by dividing
its amplitude at each time point by the standard deviation
calculated over the baseline period. Z-score normalization
allowed us to directly compare optical and electrical signals as
well as served as an estimate of the signal-to-noise ratio (SNR),
because standard deviation of the signal over baseline periods
is a direct measure of noise. Also, such normalization made all
channels comparable to each other regardless of their “optical
impedance” (a reversal of tissue transparency), which renders
signals at different detectors to have different amplitudes
(sometimes by several orders of magnitude), depending on the
thickness of the overlaying layers (scalp and skull).

Last, event-related averaging for target trials and nontarget
trials was performed taking into account only correct trials—
namely, target trials when the subject did produce a motor re-
sponse (indicating correct detection of a target) and nontarget
trials when the subject withheld his/her response. Incorrect trials
with both false-positive and false-negative errors were excluded
from the analysis. Statistical analysis was performed within
each subject first, and then individual EROS and ERP wave
forms were averaged over all subjects, resulting in grand aver-
age waveforms. Group analysis was done using a nonparametric
Mann-Whitney test with either 1% or 5% significance level. The
test was applied for each time bin within a trial epoch, as sug-
gested by Thorpe et al. for ERP analysis.28 Namely, EROS was
considered “detected” in a particular subject if its amplitude
was significantly different from zero in at least five consecutive
time bins within the time window of 100 to 500 ms in at least
one channel within the group of anterior channels (channels
s1-d1:d4 in the left hemisphere and channels s4-d9:d12 in the
right hemisphere where some degree of activation was observed
in all subjects). This way, we also reduced the number of mul-
tiple comparisons, making our statistical criteria more robust.
Last, 3-D scalp maps for visualization of spatial distribution
and temporal evolution of task-related prefrontal activity were
produced using interpolation and projection of grand average
EROS onto a normalized head template available in the open-
source EEGLAB software.31

3 Results
All participants successfully performed the task, producing a
relatively small number of errors (∼1.8%). The average reaction
time (RT) was 419 ± 44 ms (mean ± standard deviation).

Fig. 2 Representative segments of EEG (gray/thin line) and FOS
(red/thick line). (a) Raw data. (b) Independent components of EEG and
FOS containing the cardiac artifact. (c) and (d) The best correlated EEG–
FOS pairs from two subjects. Horizontal lines in (d) indicate segments
with a good match between individual waves of FOS and EEG. (Color
online only.)

3.1 Analysis of Independent Components of FOS
and EEG

Representative segments of preprocessed optical and electrical
signals shown in Figs. 2(a) and 2(b) illustrate that the raw FOS
and EEG data were not correlated except for common artifacts
present in both modalities [e.g., cardiac artifacts; Fig. 2(b)].
When applying the ICA algorithm, the number of independent
components (ICs) should be set as a parameter. Because this
number is not known a priori, it is usually taken equal to the
number of data channels. Therefore, EEG data were decom-
posed into 127 independent components (128 channels of EEG
data re-referenced to the common average give 127 independent
channels), and FOS data were decomposed into 28 ICs for each
wavelength. ICA components containing mostly artifacts were
identified through visual inspection and spectral analysis and re-
moved during signal restoration, as described previously.32 For
EEG, 40 to 80 ICs, and for FOS, 3 to 6 ICs for each wavelength
were removed as artifactual in each subject. An example of ICs
for EEG and FOS, both containing the same cardiac artifact, is
shown in Fig. 2(b). To estimate the effect of artifact removal,
which was most critical for the detectability of FOS, we used
weights within the ICA weight matrix (described in our previ-
ous study32) “belonging” to the removed artifactual components
and showing their relative contribution to the raw signals. A sum
of those relative weights indicates a relative contribution of re-
moved artifact and noise components into the total variation of
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Table 1 Noise reduction (%) in the FOS as a result of ICA-based artifact removal and normalized ERP and EROS amplitudes (relative units)
calculated for all subjects. The greatest and the smallest amplitudes for each modality (electrical and optical) are shown in bold.

Subject No. 1 6 7 8 14 23 24 25 26 27 28 Mean St. D.

FOS noise reduction 66 86 66 73 76 65 79 70 64 73 65 71 7

ERP 1.4 0.84 1.22 0.88 1.06 1.22 1.35 1.95 1.76 0.79 0.83 1.21 0.39

EROS 0.62 0.3 0.76 0.5 0.4 1.02 0.28 0.23 0.97 0.53 1.8 0.67 0.46

the signal and was used as an estimate of noise reduction in each
subject. On average, noise reduction was 71 ± 7% (Table 1),
which translates into a factor of 1/0.29 in signal-to-noise ratio—
i.e., a 3.4-fold increase.

After artifact removal, all optical and EEG independent com-
ponents were correlated pairwise over all 1200 trials, and the best
correlated EEG–FOS pair was identified for each subject. The
correlation coefficient for the best correlated EEG–FOS pairs
reached ∼0.1 and was highly significant in every subject. To take
into account multiple pairwise correlations between artifact-free
EEG and FOS ICs (approximately 80×25 = 2000 correlation
coefficients in each subject), we used the Bonferroni criterion for
group-wise corrections, and even after correction, a significance
level for the best correlated pairs was very high (p < 10− 8).
For additional control for group-wise errors, we also did sim-
ulations of white-noise signals with the same sampling rate
(200 Hz) and of the same duration (1200 one-second tri-
als) and calculated pairwise correlations between those noise
signals. Correlation coefficient for noise signals varied from
–0.02 to 0.02, and the Bonferroni-corrected p-value was insignif-
icant (p > 0.05). Although not high in absolute terms (∼0.1),

highly significant correlation of optical and electrical signals
was a result of a good “match” between the best correlated
components of FOS and EEG, which could be visually observed
over all 1200 trials, often showing a “wave-to-wave” corre-
spondence between individual EEG and FOS waves [Figs. 2(c)
and 2(d)].

Independent components of EEG and FOS were averaged
separately over target and nontarget trials in each subject and
analyzed for a stimulus-related response. Using the “5-bin” cri-
terion described earlier, statistically significant event-related
responses were found in all subjects. Typically, only some
independent components (from the total number of ∼25 for
each wavelength of FOS and of 40 to 80 ICs for EEG) showed
significant responses to the stimulus, as demonstrated by exam-
ples from two subjects shown in Fig. 3. For direct comparison
between EEG and FOS components, we selected the optical
component showing the best response and found an EEG com-
ponent best correlated with it using the correlation matrices
shown as insets in Fig. 3. The temporal profiles of optical ICs
with responses appeared to be very similar to the profiles of the
corresponding electrical ICs (Fig. 3, bottom). It is important to

Fig. 3 Representative examples of event-related responses (produced by trial averaging of independent components of EEG and FOS) from subjects
28 (a) and 1 (b). Best optical responses are shown in bold. Note a good correspondence between the temporal profiles of the best correlated ERP and
EROS components (bottom panels) as well as similar responses for targets and nontargets. Inserts show matrices of correlation coefficients between
all remaining EEG (the ordinate) and FOS (the abscissa) independent components. Matrices show only correlation coefficients with absolute values
significantly different from zero (p < 0.001 after Bonferroni correction).
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note that optical components did not necessarily follow the cor-
responding ERP waveforms exactly but matched more closely
an ERP envelope, as illustrated in Fig. 3(a). Also, individual
FOS waves might be either in phase or out of phase with the
corresponding EEG waves, as illustrated in Fig. 3(b), bottom.
In this example, the N200 wave is negative for both ERP and
EROS, while an immediately following burst of alpha activity
(∼10 Hz) within the ERP is out of phase with the correspond-
ing burst of similar “alpha-like” activity within the EROS. (This
burst of alpha activity is marked by a dotted line in Fig. 3, bottom
left.)

3.2 EROS and ERP in Individual Subjects
After artifact removal, FOS and EEG signals were restored from
the remaining independent components and obtained artifact-
free signals were averaged over all trials and subjects, giving
individual and grand average ERP and EROS waveforms for
each recording channel. As a result, we were able to analyze
spatial distribution of EROS over all recording sites. Impor-
tantly, EROS was observed in just one or a few channels. Highly
compact localization of EROS is illustrated in Fig. 4, which
shows four anterior optical channels formed by one source
(s1 or s4) and four surrounding detectors (d1–d4 and d9–d12)
in the left and right hemisphere, respectively, in one subject.
A clear response was observed in channel s4-d10 only, being
almost absent in all neighboring channels as well as in the con-
tralateral hemisphere.

Figure 5 shows EROS waveforms from four representative
subjects. Of those, subject 28 had the largest EROS amplitude
[the “best” subject; Fig. 5(c)] and subject 25 had the lowest
EROS amplitude [the “worst” subject; Fig. 5(d)]. (Maximal
EROS amplitudes for all subjects are presented in Table 1.)
These examples demonstrate both similarity and interindividual
variability of optical responses. First, we note almost iden-
tical EROS waveforms at both wavelengths, which slightly
differed in signal amplitude only (Fig. 5). Second, several
typical components of EROS were identified within those in-
dividual (i.e., subject-specific) responses, which were similar to

Fig. 4 EROS was well localized, as illustrated by its presence in only
one channel in this subject. Here, from four detectors(d9–d12) sur-
rounding one source (s4) in the right hemisphere, EROS was observed
in channel s4–d10 only, being almost absent in all neighboring chan-
nels. IFG and MFG are the inferior and the middle frontal gyri, respec-
tively.

the corresponding ERP components. (Here and in the following,
by the term “component” we refer to distinct waves within an
ERP or EROS waveform, which is different from “independent
components” resulting from independent component analysis;
describing ERP and EROS waveforms, we will use the terms
“components” or “waves” interchangeably.) Thus, after an ini-
tial transient increase in optical signal at t = 100 ms (optical
positive wave termed “oP100”), the most robust and stable opti-
cal component was observed at t = 200 to 300 ms as a negative
wave due to a decrease in signal amplitude (oN200). The oN200
wave was followed by oP400, oN500, and oP600 waves (Fig. 5).
All EROS components varied by amplitude between subjects.
For example, the earliest component oP100 was large in subject
28 [Fig. 5(c)], being weaker in subject 1 [Fig. 5(a)], and almost
absent in subjects 8 and 25 [Figs. 5(b), 5(d)]. Similar variability
was observed for later components. For example, the oP400 and
oN500 waves were large in subjects 1 and 8, while being hardly
observable in subject 28. The oN200 component was most sta-
ble and observed in all subjects including subject 25, who had
the lowest EROS amplitude [Fig. 5(d)]. Third, EROS was well
localized (observed in one or a few anterior channels) in all
subjects.

To further test reliability of optical signals, we also calcu-
lated EROS using smaller subsets of trials (n = 100) randomly
selected from all trials in each subject. For comparison reasons,
the corresponding EROS waveforms calculated over 100 trials
from the same subjects as in Fig. 5 are shown in Fig. 6 (for
wavelength 830 nm, which typically showed larger responses).
It can be seen that EROS was reliably recorded over only 100
trials with a significant deviation from zero at the 5% signifi-
cance level in all subjects (Fig. 6). Also, the graphs in Fig. 6 are
plotted with the same amplitude scale to demonstrate how much
normalized EROS amplitude varied between subjects. The max-
imal EROS amplitude for each subject was calculated by taking

Fig. 5 EROS waveforms recorded from subjects 1 (a), 8 (b), 28 (c)
and 25 (d). Each panel shows signals at two wavelengths from the
best channel and its counterpart in the opposite hemisphere. Note the
almost identical waveforms and similar responses for targets (blue) and
nontargets (green). Horizontal lines in each graph indicate the time
bins where EROS was significantly diffrent from zero [(a) to (c): p <

0.01 for subjects 1, 8, and 28, and (d): p < 0.05 for subject 25 with the
lowest SNR]. (Color online only.)
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Fig. 6 EROS waveforms recorded from the same subjects presented
in Fig. 5 using 100 trials for each stimulus class (target and nontarget)
randomly selected from all available trials. Horizontal lines in each
graph indicate the time bins where EROS was significantly different
from zero (p < 0.05).

the maximum of the absolute value of EROS over time period
100 to 600 ms. These values were compared with the signal
amplitudes calculated similarly for ERPs (Table 1). Compared
to the highest amplitude in subject 28 [Fig. 5(c) and Fig. 6(c)],
the lowest amplitude in subject 25 [Fig. 5(d) and Fig. 6(d)] was
∼85% lower. On average, the normalized EROS amplitude was
comparable to the normalized ERP amplitude (0.67 for EROS
versus 1.21 for ERP; Table 1). Interindividual signal variability
was greater for EROS compared to the ERP (standard deviation
of 0.46 for EROS versus 0.39 for ERP; Table 1).

3.3 Grand Average EROS and ERP and Their
Correlation with a Behavior Response

Grand average EROS and ERP waveforms (i.e., averaged over all
subjects) showed good temporal correspondence between the in-
dividual components present in both signals (Fig. 7). Moreover,
differential responses (targets versus nontargets) were similar
in both modalities. The earliest differences between target- and
nontarget-related responses were observed during oN200/N200
waves (significant in the left hemisphere for EROS, Fig. 7(a),
and in both hemispheres for ERP, Fig. 7(b). The peaks within
differential responses (“target ERP minus nontarget ERP” and
“target EROS minus nontarget EROS”) occurred at the same
time (indicated by arrows in Fig. 7). Behavioral response (at
t = 419 ± 45 ms) was followed by the late waves devel-
oped over time interval 500 to 600 ms. Those late waves also
showed significant differences between targets and nontargets
(in the right hemisphere for EROS and bilaterally for EEG;
see Fig. 7).

Given the sensitivity of oN200/N200 components to the stim-
ulus class, we predicted a relationship between the timing of both
signals and the reaction time of a behavioral response. The ratio-
nale is that if the N200 wave is a marker of an object recognition
event, then a decision about a response is made at about the same
time. We therefore tested whether there was a relationship be-
tween the differential (target > nontarget) oN200/N200 waves

Fig. 7 Grand average EROS and ERP. Asterisks show time bins where
the difference between targets and nontargets was significant (p <

0.05). Arrows point to the early peaks in differential responses.

and the reaction time measured for each subject. In addition, we
tested whether the times and amplitudes of oN200 and N200
waves correlated with each other. Thus, several correlations
were analyzed—namely, (1) a relationship between subject’s
reaction time and the oN200 peak time [Fig. 8(a)]; (2) a rela-
tionship between subject’s reaction time and the N200 peak time
[Fig. 8(b)]; (3) a relationship between the peak times of oN200
and N200 waves [Fig. 8(c)]; and (4) a relationship between the
amplitudes of differential oN200 and N200 waves (Fig. 9(d)].
Significance of correlations was assessed using ANOVA test for
the slopes of regression lines being significantly different from

Fig. 8 Group-level regression analysis on correlations between the
timing of target-related oN200/N200 waves and the reaction time [(a)
and (b)] and between the timing/amplitudes of oN200 and N200 waves
with respect to each other [(c) and (d)]. Circled points in (d) are out-
liers that were discarded during statistical analysis of this particular
regression.
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Fig. 9 Temporal evolution of frontal activation during target detection
in the Go-NoGo task through optical imaging with the fast signal. Scalp
maps of grand average differential EROS (targets versus nontargets) are
produced by interpolation and projection of signal amplitude onto a
human scalp template. Note initial activation in the right prefrontal
cortex at 140 to 210 ms followed by coactivation of the homologous
area in the left hemisphere at 230 to 250 ms.

zero. The first three relationships were significant: (1) F = 8.0,
p = 0.02; (2) F = 7.1, p = 0.026; and (3) F = 25.0, p = 0.0007.
For the third relationship (between the oN200 and N200 peak
times), the regression line slope was not significantly different
from 1 (the lower and upper 95% limits were 0.75 and 2.0,
respectively), and the regression line intercept was not signifi-
cantly different from 0 (the lower and upper 85% limits were
−226 ms and 84 ms). Thus, the peak times of oN200 and N200
waves were statistically close to each other. There was also a
tendency for a correlation between the amplitudes of differential
oN200 and N200 waves, but this correlation did not reach sig-
nificance because of a relatively large interindividual variation
in the signal amplitudes. However, with two outliers removed
[the circled points in Fig. 8(d)], this regression line is significant
(F = 7.2, p = 0.03).

Differential (target > nontarget) scalp maps of EROS showed
no difference between target- and nontarget-related responses
up to 100 ms [Fig. 9(a)], with a first sign of divergence in the
right middle frontal cortex at about 140 ms after the stimulus
[Fig. 9(b)]. Then the focus of activation moved into the right
inferior frontal cortex at 210 ms [Fig. 9(c)]. At its peak and after
(230 to 250 ms), activation spread to the left inferior cortex and
thus became bilateral [Figs. 9(d) and 9(e)] gradually wearing off
within 250 to 300 ms [Fig. 9(f)].

4 Discussion
In the current study, we recorded fast optical signals from pre-
frontal cortex in combination with high-density EEG during a

Go-NoGo task. Simultaneous recording of brain activity in two
different modalities (optical and electrical) allowed us to directly
compare and verify FOS with EEG. For the first time, a signifi-
cant correlation was demonstrated between electrical and optical
signals recorded noninvasively from the scalp. Using indepen-
dent component analysis, we were able to effectively remove
artifacts from both EEG and FOS and reduce a total noise in
the FOS by 71% (which translates into a 3.4-fold increase in
SNR). As a result, EROS was reliably recorded in all subjects.
Importantly, a significant correlation was found between inde-
pendent components of optical and electrical signals. Moreover,
this correlation was observed not only for event-related signals
averaged over several hundred trials, but also for the prepro-
cessed data before trial averaging (Fig. 2). Single trials stacked
together showed a highly significant correlation between EEG-
and FOS-independent components (p < 10− 8). Such high level
of significance, despite a relatively low absolute value of correla-
tion (∼0.1), was due to the fact that “resemblance” between EEG
and FOS was observed over all 1200 trials (240,000 data points).
EEG signal is commonly viewed to be a result of spatiotempo-
ral summation of postsynaptic membrane potentials mostly on
large pyramidal cortical cells, and grossly reflects interaction of
excitatory and inhibitory postsynaptic processes (see, for exam-
ple, Ref. 33). We therefore conclude that at least some com-
ponents of FOS recorded through the skull “reflect” electrical
processes on neuronal membranes within the cortex. Therefore,
FOS resembles an electroencephalogram (as in Fig. 2) and can
be considered as an “optoencephalogram.”

Trial averaging of independent components of FOS and
EEG revealed a relatively small number of those components
that showed a response to the stimulus. Temporal profiles of
those “event-related components” were similar for EEG and
FOS (Fig. 3). Such a similarity between evoked electrical and
optical signals is demonstrated for the first time and can be
compared to the close match between neuronal action potentials
and their optical analogs demonstrated in neuronal cultures by
Stepnoski et al.34 It should be noted, however, that optical signals
did not necessarily match ERP waveforms exactly but some-
times resembled ERP envelopes, as in Fig. 3(a). It is well known
that a dipole nature of the ERP leads to a complex distribution
of electric fields over the depth of the cortex and, as a result, to a
complex relationship between the polarity of ERP components
recorded at the scalp and the intracortical positions of their
generators. It is unknown whether an optical signal recorded
through the skull is able to fully reflect this complex relation-
ship. Therefore, one cannot expect to see a close match between
EEG and FOS. For example, it is likely that optical signal can be
either in-phase or out-of-phase with ERP waves. This may lead
to a more “loose” relationship between EEG and FOS wave-
forms and can explain a relatively low correlation between EEG
and FOS observed in the current study (∼0.1). Nonetheless, a
significant correlation between EEG and FOS is remarkable, and
quite often a good match between individual optical and elec-
trical waves can be seen [Figs. 2(c) and 2(d)]. Another example
is in the bottom-left panel of Fig. 3(b). Here, a stimulus-related
response (negative wave around 200 ms) was followed by a
burst of alpha activity (4 to 5 oscillations at frequency ∼10 Hz
well seen in the ERP and marked by a horizontal dotted line). A
similar burst of “alpha-like” waves was also seen within EROS
being out-of-phase with the ERP burst [Fig. 3(b), bottom left].
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In many previous studies of fast optical signals, the investi-
gators have used simpler (“less cognitive”) tasks [e.g., sensori-
motor stimulation, sensory (visual or auditory) stimulation, or
oddball tasks] and recorded from sensorimotor and/or primary
visual cortex.12, 15–23 We are aware of only one study where fast
optical signal was recorded in the dorsal frontal cortex during
an auditory oddball task.35 Frontal cortex is engaged in a large
variety of cognitive tasks, and it is important to demonstrate re-
liable fast signals in this area. During oddball tasks when targets
are rare (10 to 20% of all stimuli), only responses to targets have
been reported (see, for example, Ref. 35 and also our previous
study, Ref. 32). In the current study, responses were observed
for both targets and nontargets, which was likely to be due to
an equal presence of targets and nontargets in the stimulus set
(∼50% each). Similarity of target and nontarget responses dur-
ing Go-NoGo tasks is well established in electrophysiological
studies.26, 28 The Go-NoGo paradigm with two types of stim-
uli allowed us to compare target- and nontarget-related trials.
Because nontarget stimuli were not accompanied by motor re-
sponses, nontarget-related trials served as a control without any
possible contamination by motor artifacts. Given almost iden-
tical EROS waveforms for targets and nontargets (Figs. 3 and
4), which also corresponded well to the similarity of target- and
nontarget-related ERPs, we are confident that optical responses
observed in the current study were not produced by motor arti-
facts (for both targets and nontargets).

The current study demonstrated a highly compact localiza-
tion of EROS. In the majority of subjects, a significant re-
sponse was observed in just one channel of either the right or
left hemisphere, in the homologous channels of both hemi-
spheres or in two adjacent channels of one hemisphere. These
observations confirm the previous findings with respect to high
localization of EROS.15, 20 For example, in the study by Gratton
and Fabiani,20 it has been demonstrated that EROS amplitude
was reduced by 85% at 15 mm from the predicted peak loca-
tion, suggesting that the spatial resolution of EROS is at least
1 to 2 cm (see also Ref. 35). In accordance with a well-known
“banana-shaped” probabilistic map of photon penetration be-
tween the source and the detector demonstrated in Monte Carlo
simulations (see, for example, Refs. 12 and 36), we assume that
an optical “recording site” is positioned at the midpoint between
the source and the detector (typically separated by 3 cm for scalp
recordings). Taking into account a ∼3-cm separation between
neighboring detectors in our probes, we estimate that the area of
reliable detection of EROS in the current study was well within
1.5 cm. This estimate is in excellent agreement with the estimate
made by Gratton and Fabiani.20 Such highly compact localiza-
tion of EROS is intriguing and may be crucially important for
its successful recording. We suggest that to a significant extent,
the difficulty with reliable recording of EROS may be related to
the localized nature of this signal. For example, Radhakrishnan
et al. in a recent study25 did not demonstrate EROS using op-
todes positioned on the dura mater of a monkey’s brain through
the “recording well” cemented on the skull above the primary
visual cortex. The diameter of the optical probe was 1.7 cm,
and two or three detectors were separated from a single source
by 0.7 to 1.5 cm. Thus, the area of “optical coverage” was
1.5 cm in diameter. If the probe was not placed exactly above
the predicted focus of cortical activation (which might be less
than 1.5 cm in diameter), this may explain a negative result of

the study. [Another reason for the negative result may be re-
lated to insufficient tightness of the contact between optodes
and the dura mater. Optodes were fixed to the recording well,
which was cemented on the monkey’s scalp. Therefore, possi-
ble small movements of the dura mater (for example, due to
cardiac-induced brain pulsations), might have led to the leakage
of light into the extracerebral space. This might be causing an
(at least partial) optical short-circuit between the source and the
detectors and thus rendering weak fast optical signals unrecord-
able, even in the face of reliable recording of hemodynamic
responses.]

In the current study, signal at each trial was normalized by
the signal standard deviation over a baseline period. Therefore,
normalized amplitude provides an estimate of the SNR in single
trials. This allowed for direct comparison between electrical and
optical signals. Normalized EROS amplitudes after ICA-based
removal of artifacts were comparable to the ERP amplitudes
(0.67 versus 1.2; Table 1). This result illustrates a well-known
fact that even electrical brain responses have a relatively low
SNR (∼1), and this is why calculation of ERPs requires av-
eraging over many event-related trials (n ∼ 100). Averaging
reduces noise by a factor of 1/

√
n, while the response remains

approximately the same because of its time-locking to the stim-
ulus. For example, in the current study, averaging over ∼500
trials led to highly significant responses (p < 0.01 and, in some
subjects, p < 0.001), thus increasing the SNR of the averaged
response to 5 to 8 (as estimated by the corresponding t-scores).
Similar values for “single trial SNR” for EROS and ERP is a
somewhat unexpected finding given a commonly held view that
fast optical signals recorded noninvasively have very low SNR.
It should be noted, however, that a direct comparison between
EEG and FOS has not been done previously, and the frame of
reference has been usually based on a comparison of FOS with
hemodynamic NIRS signals, which have higher SNR. Moreover,
in four subjects (7, 23, 26, and 28), the EROS amplitude was
within or very close to the ERP amplitude range (0.79 to 1.95;
Table 1). The EROS amplitude range (0.23 to 1.8) was larger
than the ERP amplitude range. Greater interindividual variabil-
ity and smaller EROS amplitudes in some individuals observed
in the current study were likely to be due to a highly compact
localization of EROS and inaccuracy in probe positioning with-
respect to the EROS peak location. We estimate the accuracy
of our probe positioning as being about 1 cm. This might well
have affected the recorded EROS amplitude. Indeed, in some
subjects, we observed approximately equal EROS amplitudes
in neighboring channels (for example, in channels s4-d9 and
s4-d10; see Figs. 1 and 4 for channel positions). It is likely that
the EROS peak location was between channels in those indi-
viduals, and this caused a decrease in EROS amplitude. Despite
somewhat lower EROS amplitudes compared to the ERP, a sta-
tistically significant fast signal was recorded in all subjects even
using only 100 trials (Fig. 6), which is a number of trials com-
monly used in the ERP studies. This result again demonstrates a
relative reliability of fast optical signals, provided that adequate
tools for artifact removal such as ICA32 or adaptive filtering37, 38

are used.
EROS waveforms in all subjects were almost identical for

wavelengths both shorter (690 nm) and longer (830 nm) than
the isosbestic point of hemoglobin. The same-sign effect for
two wavelengths points to light scattering as a more likely
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mechanism for the observed fast signal rather than rapid de-
oxygenated effects.39 Indeed, hemodynamic processes accom-
panied by changes in blood oxygenation lead to changes in light
intensity that are opposite (e.g., decrease and increase) at wave-
lengths on the opposite sides of the hemoglobin isosbestic point.
Light scattering, on the other hand, leads to the same-sign ef-
fects observed at both wavelengths. The current study, therefore,
provides further support for light scattering as an underlying
mechanism for fast signals.

In the previous studies, which used either CW instruments
(allowing only intensity measurements) or AC measurements
with frequency-domain instruments (usually in addition to phase
measurements), fast optical signal was observed as an event-
related transient decrease in light intensity.12, 17, 32, 35, 39 A new
observation made in this study is that EROS may have compo-
nents/waves of both signs—i.e., negative and positive—which
correspond to decreases and increases in light intensity, respec-
tively. Although the most robust and stable EROS wave observed
in this study was negative (oN200), we believe that positive
components may also represent an important part of the optical
signal. Indeed, both negative and positive optical waves corre-
lated with the corresponding ERP waves (Fig. 3). Although a
relationship between EROS and ERP may be extremely com-
plex and indirect, there is at least a theoretical possibility for the
fast optical signal to have not only a negative but also a posi-
tive sign. Indeed, Monte Carlo simulations demonstrate that the
“banana-shaped” area representing a spatial profile of photon
migration due to scattering effects has both negative and posi-
tive regions.12 Thus, it is likely that both positive and negative
deviations in EROS may be observable depending on the exact
location of activated cortical areas in reference to the location
of the source–detector pair.

Comparing EROS to ERP, we were able to identify several
components/waves within EROS that were closely matching the
corresponding ERP components. Referring to individual waves
within EROS, we follow the naming convention used in the ERP
studies. The earliest wave (oP100) was observed at about 100 ms
after the stimulus and was followed by later components oN200,
oP400, oN500, and oP600. Interindividual variations in EROS
were also comparable to those seen in the ERPs. The most robust
and stable component (oN200) was observed in all subjects, and
it showed a sensitivity to the cognitive aspect of the task. The
oN200 wave was larger for targets, and a differential (target >

nontarget) oN200 wave peaked at t = 225 ms. Similarly, a
peak in the target > nontarget difference was observed in the
N200 component of the ERP. After a behavioral response, an-
other time period with a significant difference between tar-
gets and nontargets was observed in the ERP at t = 500 to
700 ms. This differential response also had an optical ana-
log observed at t = 600 to 700 ms in the right hemisphere
[Fig. 7(b)]. The finding that the early difference between tar-
gets and nontargets was greater and significant in the left hemi-
sphere points to the important role of the left hemisphere in
object recognition, which is discussed in more detail in the
following.

Regression analysis on a group level (over all subjects)
demonstrated several important relationships between brain sig-
nals and behavior as well as between EROS and ERP. The find-
ing that the reaction time correlated with the peak times of
oN200/N200 waves confirms an important role of the N200

wave as a neurophysiological marker of brain processes in-
volved in rapid object recognition. The peak time of the oN200
wave was highly correlated with the peak time of the N200
wave [Fig. 8(c)]. In addition, the amplitudes of differential
(target > nontarget) oN200 and N200 waves were also cor-
related [Fig. 8(d)]. These group-level data provide further ev-
idence that EROS may be considered as an optical analog of
the ERP with the advantage of being a much more localized
signal.

Involvement of the prefrontal cortex (PFC) at the early phases
(∼200 ms) of object recognition is debatable. One common view
is represented by a feed-forward or bottom-up framework. It has
been developed starting from the classical work by Hubel and
Wiesel40 and puts a lot of emphasis on serial processing within
the ventral visual processing route leading from the primary vi-
sual cortex to the inferior temporal cortex (IT), where high-level
feature neurons (image detectors) are presumably located (for
review, see Ref. 41). However, there is growing evidence on
the involvement of top-down processes from the PFC that pre-
sumably “guide” target feature selection and evaluation. Given
a high speed of visual processing, a challenging question is
how quickly a top-down process can be initiated. A conceptual
model by Bar41 and supporting experimental data from the same
group42 have recently suggested and demonstrated an involve-
ment of the PFC very early (100 to 200 ms) in the object recog-
nition process. The key suggestion of the model is that the PFC
receives partial information about the visual object (presumably,
low spatial frequency information) directly from the primary vi-
sual cortex through the dorsal magnocellular pathway, which
can deliver this information to the PFC very early (before the
complete visual information reaches the inferior temporal cor-
tex). This information can then be used to generate guesses about
the object, that are conveyed top-down and guide the recogni-
tion process that is finalized within the IT.41, 42 Our results on
EROS provide supportive evidence for the early involvement of
the PFC during object detection tasks. Moreover, the temporal
course and spatial organization of prefrontal activation observed
in the current study corresponds well to the magnetoencephalog-
raphy (MEG) and fMRI data of Bar et al.42 Indeed, the chain of
events during recognition of visual objects in the study of Bar
et al. started with an initial engagement of the right PFC (early
activation at 100 ms in the right frontal eye field; see supplemen-
tary Fig. 9 in Ref. 42). Then activation of the left orbitofrontal
cortex was observed at 130 ms, followed by activation of the
right and left fusiform gyri (IT) at 180 to 215 ms. The left or-
bitofrontal cortex has been suggested by the authors as being the
primary source of top-down control onto the ascending visual
processing route. The current study reveals a similar sequence
of events (delayed by only ∼40 ms and somewhat slower), start-
ing with activation of the right middle frontal cortex at 140 ms
followed by a peak of activation in the left inferior frontal gyrus
at 230 to 250 ms (Fig. 9). The slower time course of events may
be due to more complex visual stimuli (natural scenes with a lot
of clutter versus line drawings of objects used by Bar et al.42).
It is intriguing that the current study also revealed the great-
est difference between targets and nontargets in the left inferior
frontal gyrus. It is tempting to suggest that the left-hemispheric
difference in EROS between targets and nontargets reflects ac-
tivity of the left-hemispheric orbitofrontal source of top-down
influences.42
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5 Conclusions
Our results demonstrate reliability of fast optical signals
recorded noninvasively as well as their close relationship with
EEG and ERP. To successfully record EROS, several guidelines
can be suggested: (1) the use of effective algorithms for artifact
removal such as ICA; (2) the use of optical probes with linear
sizes of at least several cm; (3) bilateral recording; (4) several
hundred trials for each experimental condition; (5) if possible,
combining FOS recording with EEG. Compared to the ERP, fast
optical signals are highly localized and therefore hold promise
to become a useful supplementary tool to other imaging tech-
niques that have lower spatial resolution (e.g., EEG). Our data
on the early involvement of prefrontal cortex in the Go-NoGo
task provide support for the conceptual model, which suggests
that the prefrontal cortex is engaged early during object recog-
nition and may facilitate rapid recognition of visual objects by
providing top-down influences to the higher centers of the vi-
sual system. Overall, fast optical signals can provide a sensitive
measure of brain activation with high temporal and spatial res-
olution, which may be used for more accurate lateralization and
cortical mapping of brain processes in a variety of basic research
and clinical applications.
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