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Abstract. Relative attributes have a more detailed and accurate description than previous binary ones. We
propose to utilize the acquired attribute-correlated local regions of image for learning deep relative attributes.
Different from previous works, which usually discover the spatial extent of the corresponding attribute based on
the ranking list of all the images in the image set, we first classify the images according to the presence or
absence of each provided attribute. Then, we sort the images in the classified image sets using a semisuper-
vised method and learn the most relevant regions corresponding to a specific attribute. The learned local regions
in two classified image sets are integrated to obtain the final result. The images and localized regions are then
fed into the pretrained convolutional neural network model for feature extraction. Therefore, the concatenation of
the high-level global feature and intermediate local feature is adopted to predict the relative attributes. We show
that the proposed method produces a competitive performance compared with the state of the art in relative
attribute prediction on three public benchmarks. © The Authors. Published by SPIE under a Creative Commons
Attribution 3.0 Unported License. Distribution or reproduction of this work in whole or in part requires full attribution of the original
publication, including its DOI. [DOI: 10.1117/1.JEI.27.4.043021]
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1 Introduction
As intermediate semantic representations, attributes are often
adopted in the computer vision community, e.g., fine-grained
recognition,1,2 object classification,3,4 face verification,5,6

and image retrieval.7–9 The main idea is to learn classifiers
to predict the presence of various high-level semantic con-
cepts from objects, locations, and activity types. Early
works based on the attributes mostly relied on handcrafted
features,10 e.g., SIFT, HOG, and color histogram; however,
the performance was limited by the discriminative ability of
the low-level handcrafted features.

Recently, the convolutional neural network (CNN)-based
deep learning method has been employed as a strong feature
learning strategy extensively in some works,11–18 due to the
higher discriminative learning ability. Such a network learns
a hierarchy of nonlinear features automatically, which could
predict the image attributes19–23 successfully and achieve
attribute-related applications, e.g., face recognition,24

scene understanding,25 and clothing retrieval;26 however,
these works mentioned above focus on generating discrimi-
native binary attributes.

For many visual attributes, it is difficult to describe the
exact degrees of their presences, whereas the relative order-
ing of presence can be easily figured out. As opposed to pre-
dicting the presence of an attribute, a relative attribute
indicates the strength of an attribute in an image, and the
relative descriptions are more precise and informative than
the binary ones. Some representative relative attributes-
based works have been proposed, from which Parikh and
Grauman27 designed more complex and task-specific models

on their seminal work; however, the handcrafted visual
features28–34 are employed. Recently, the deep feature repre-
sentations learned from CNN-based models have been
exploited to predict relative attributes.35,36 For example,
Yaser et al.35 introduced a CNN-based model, which is com-
posed of a feature learning and extracting part and a ranking
part for the task of relative attribute prediction. The learned
deep feature representations are only global ones based on
the whole images. Krishna and Yong36 proposed an end-
to-end deep convolutional network to localize and rank rel-
ative visual attributes simultaneously, given only weakly
supervised pairwise image comparisons. Motivated by
jointly learning the attribute’s features, localization, and
ranker, this method can achieve a higher performance; how-
ever, the training data and effort requirements of this method
seem enormous.

Moreover, local representations often lead to better per-
formance compared with global representations in recent
work because many attributes are locally orientated.1,2,5,30,37

For example, the attribute “smile” can be more effectively
and easily learned when people’s mouth is localized.
Therefore, in this paper, we tend to learn relative attributes
using a pipeline that is composed of conventional regions
localization module, deep feature extraction module, and
ranking module. The pipeline is shown in Fig. 1. We
focus on discovering the local regions that most relevant
to the attributes, and learning proper deep feature represen-
tations from a pre-trained CNN model to enhance relative
attributes prediction.

To localize the relevant attribute regions, some early work
uses pretrained part detectors;2,30 however, because the part
detectors are trained independently of the attribute, the
learned parts may not be useful necessarily for modeling
the desired attribute. Furthermore, some abstract attributes*Address all correspondence to: Xiangwei Kong, E-mail: kongxw@dlut.edu.cn
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(e.g., good looking) do not have well-defined parts, which
mean that modeling a “good looking” detector can be diffi-
cult. To address these issues, Xiao and Lee38 proposed a
method that discovers the spatial extent of relative attributes
in images across varying attribute strengths automatically,
given only weakly supervised pairwise comparisons. The
main idea is to generate visual chains along the attribute
spectrum, and then select the most relevant ones correspond-
ing to the provided relative attribute annotations. However,
since the images are sorted in the entire image set when ini-
tializing a single chain for an attribute, the attribute appearance
may change not so smoothly among some adjacent images.

Based on the above considerations, in this paper, we pro-
pose to roughly classify the images in the entire image set
according to the presence or absence of each attribute before
discovering the spatial extent of the attributes. This operation
could improve the accuracy of the visual chains generation to
some extent because the attribute appearance changes more
smoothly in each categorized image set. Moreover, inspired
by Ref. 19 that the different layers of deep features encode
different levels of visual information, we expect that the local
CNN features of the localized regions could describe the
appearance variations in the corresponding attributes effec-
tively. To this end, the final deep representations for the
attributes are formulated by the concatenation of the inter-
mediate local CNN features and the high-level global CNN
features, which serve as the inputs of the ranking module.

To verify the effectiveness of the proposed method, we
conducted extensive experiments on three public bench-
marks: LFW-10, Zappos50K-1, and Shoes. The experimen-
tal results show that the proposed method produces a
competitive performance compared with the state of the
art in relative attribute prediction.

There are three contributions in this paper: (1) an attribute
classification procedure is performed rather than directly dis-
covering the spatial extents corresponding to each provided
attribute in each image, (2) a semisupervised group sparse-
based method is used to sort the images in the classified
image sets, as the classified image sets contain not only com-
parative image pairs, but also individual images, (3) a con-
catenation of the high-level global feature of the images and
the intermediate local feature of the localized regions is
obtained through a pretrained CNN, to support relative
attributes prediction on the next stage.

The rest of the paper is organized as follows: some related
works are discussed in Sec. 2. In Sec. 3, we describe the pro-
posed method. The experimental setup and results are shown
in Sec. 4. Finally, we conclude this paper in Sec. 5.

2 Related Works

2.1 Binary Attributes
Attributes based on handcrafted low-level features have
shown great success in object classification,3,4 image search,7

and object recognition.10,39 Recent studies show that deep
CNN features could achieve a more excellent performance
for attribute prediction and attribute-related applications.19–26

Yang et al.19 constructed the face descriptors from the differ-
ent levels of the CNN for different attributes to best facilitate
face attribute prediction. Inspired by Yang et al., in this
paper, the final deep feature representations for the attributes
are formed by the concatenation of the high-level global
CNN features and the intermediate local CNN features.

2.2 Relative Attributes
Most of the previous works relevant to relative attributes
depend on handcrafted features.7,27,28,40 Recently, deep neu-
ral networks have also been extended for ranking
applications.35,36,41 Yaser et al.35 introduced a CNN-based
model, which is composed of a feature learning and extrac-
tion part and a ranking part, to predict relative attributes. But
it only uses the global deep representations of the images.
Krishna and Yong36 proposed an end-to-end deep neural net-
work to jointly learn the attribute’s features, localization, and
ranker. They integrate a spatial transformer network (STN)
and a ranker network (RN) together in a Siamese network,
which is able to localize the relevant image patch corre-
sponding to the visual attribute and train the attribute models
simultaneously in a deep learning framework. Though such
approach can achieve state-of-the-art performance, it is
rather resource demanding. Therefore, our method performs
the localization procedure independently in the pipeline.

2.3 Regions Localization
Learning attributes based on the relevant attribute regions
have shown to produce a superior performance. Most of
the existing regions localization approaches rely on pre-
trained face/body landmark5 or poselet detectors,2,37 or
crowd-sourcing,1 and all these methods try to localize binary
attributes, whereas our method aims to discover the local
regions relevant to relative attributes. The approach of
Ref. 30 shares our goal of localizing relative attributes. It
uses strongly supervised pretrained facial landmark detec-
tors, and is thus limited to modeling only facial attributes.
Moreover, because the detectors are trained independently
of the attribute, the learned parts may not necessarily be use-
ful for modeling the desired attribute. Recently, Xiao and
Lee38 proposed a method that discovers the spatial extent
of relative attributes automatically by generating and select-
ing visual chains. This approach directly localizes the attrib-
ute without relying on pretrained detectors, and thus can be
used to model attributes for any object. However, the images
are sorted in the entire image set, the attribute appearance
may change not so smoothly among some adjacent images
when generating visual chains. Therefore, we propose to first
roughly classify the images in the entire image set according
to the presence or absence of each attribute, so as to improve
the accuracy of the visual chains generation.

Fig. 1 The pipeline of relative attributes learning, which is composed of regions localization module,
deep feature extraction module, and ranking module.
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3 Proposed Method

3.1 Regions Localization
Many previous works have demonstrated that the local fea-
ture could achieve a more accurate and informative represen-
tation than the global ones. Moreover, many attributes are
locally oriented. Therefore, we first localize the image
regions that are most relevant to the corresponding attributes.

3.1.1 Attribute classification

In this paper, we propose to first coarsely classify the images
in the entire image set according to the presence or absence
of each attribute. In this way, the accuracy of visual chains
generation is improved when discovering the spatial extent
of the relative attributes. To this end, we utilize the method of
progressive transductive support vector machine (PTSVM)
proposed in Ref. 42 to perform the classification task in
our work.

For each provided attribute annotation, we first need to
label a small set of positive and negative sample images man-
ually. The set of labeled images is denoted as Dl ¼
fðxi; yiÞgli¼1, where xi is the feature vector of image i,
yi ∈ f−1;þ1g, and the rest of unlabeled images is denoted
as Du ¼ fx�i gni¼lþ1. The following minimization problem is
optimized over both the separating hyperplane parameters
ðw; bÞ and the predicted labels y� ¼ ðy�lþ1; y

�
lþ2; : : : ; y

�
nÞ,

y�i ∈ f−1;þ1g
EQ-TARGET;temp:intralink-;e001;63;449

min
w;b;y�;ξ;ξ�

1

2
kwk22 þ C

Xl

i¼1

ξi þ C� Xn

i¼lþ1

ξ�i ;

s:t: yi½w · xi þ b� ≥ 1 − ξi; i ¼ 1;2; : : : ; l

y�i ½w · x�i þ b� ≥ 1 − ξ�i ; i ¼ lþ 1; lþ 2; : : : ; n

ξi ≥ 0; i ¼ 1;2; : : : ; l

ξ�i ≥ 0; i ¼ lþ 1; lþ 2; : : : ; n; (1)

where C and C� are the user-specified balance parameters. ξi
and ξ�i are the slack variables corresponding to the labeled
and unlabeled images, respectively.

When executing the method of PTSVM, all labeled sam-
ples are utilized to generate an initial classifier iteratively for
each provided attribute annotation. Then, one or two unla-
beled samples are labeled using pairwise labeling, i.e.,
one positive example and one negative example are labeled
simultaneously according to Eqs. (2) and (3) for each
iteration

EQ-TARGET;temp:intralink-;e002;63;225i1 ¼ arg max
j∶0<fðx�j Þ<1

jfðx�jÞj; (2)

EQ-TARGET;temp:intralink-;e003;63;189i2 ¼ arg max
j∶−1<fðx�j Þ≤0

jfðx�jÞj: (3)

The decision function is fðxÞ ¼ w · xþ b, and then

EQ-TARGET;temp:intralink-;e004;63;145y�i1 ¼ sgnðw · x�i1 þ bÞ; (4)

EQ-TARGET;temp:intralink-;e005;63;114y�i2 ¼ sgnðw · x�i2 þ bÞ: (5)

If there are no samples satisfying one of Eqs. (2) and
(3), only one sample is picked and labeled. Meanwhile,

all inconsistent labels will be removed by dynamical
adjusting.42 The iterations are performed until all the unla-
beled samples are outside the margin band of the separating
hyperplane.

Accordingly, we can obtain two image sets for each attrib-
ute via attribute classification: Sp for the images with the tar-
get attribute, whereas Sq for the images without the target
attribute. The entire image set is S ¼ fSp; Sqg. Then, we dis-
cover the most relevant regions corresponding to an attribute
in the two categorized image sets, respectively.

3.1.2 Regions discovery

We adapt the method proposed by Xiao and Lee38 to localize
the regions that are most correlated with a target attribute. We
modify the ranking method when initializing a visual chain.
Given the categorized image sets Sp and Sq corresponding to
an attribute, there is a situation as below. For a given com-
parative image pair ðIi; IjÞ, Ii is contained in Sp, whereas Ij
is contained in Sq, i.e., through classification, the provided
comparative image pairs may be separated. That means the
categorized image set Sp contains not only the provided
image pairs, but also unlabeled separate images. Moreover,
we cannot ensure that all the classified image sets contain
only the given comparative image pairs, and so far, we
have not found a dataset that satisfies this condition.
Therefore, we start by sorting the images of Sp in a descend-
ing order, using a group sparse-based semisupervised learn-
ing approach proposed by Hongxue et al.28 The ranked
image collection is S 0

p ¼ fI 01; I 02; : : : ; I 0mg.
To initialize a single chain, we take the top Ninit images

and select one patch from each image to form a patch set
P ¼ fP1; P2; : : : ; PNinit

g. The appearance of each patch
varies smoothly with its neighbors in the chain by minimiz-
ing the following objective function:

EQ-TARGET;temp:intralink-;e006;326;373min
P

ΦðPÞ ¼
XNinit

i¼2

kϕðPiÞ − ϕðPi−1Þk2; (6)

where ϕðPiÞ is the appearance feature representation of patch
Pi in image I 0i . This objective enforces local smoothness. We
sample the candidate patches for each image densely at
multiple scales. Given the objectives chain structure, we
can efficiently find its global optimum using dynamic pro-
gramming (DP). In the backtracking stage of DP, we can
obtain a series of K-best solutions. A chain-level nonmaxi-
mum suppression (NMS) is then performed to remove redun-
dant chains and keep a set of Kinit diverse candidate chains.

After that, we grow each chain along the entire attribute
spectrum iteratively by training a detector that adapts to the
smoothly changing attribute appearance. To grow the chain,
we minimize an objective function again as follows:

EQ-TARGET;temp:intralink-;e007;326;180min
P

ΦðPÞ ¼
Xt�Niter

i¼2

kϕðPiÞ − ϕðPi−1Þk2 − λ
Xt�Niter

i¼1

wT
t ϕðPiÞ;

(7)

where λ is a constant that trades off the first local
smoothness term and the second detection term. P ¼
fP1; P2; : : : ; Pt�Niter

g is the set of patches in a chain. Niter

is the number of images considered in each iteration, and
wt is a linear SVM detector learned from the ðt − 1Þ’th
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iteration. The same DP is also used here. We repeat the iter-
ative process T times so as to cover the entire attribute
spectrum.

As some attribute-relevant regions are hard to detect (e.g.,
forehead region for “visible forehead”), we can generate new
chains by perturbing the existing patches locally in each
image with the same perturbation parameters ðΔx;Δy;ΔsÞ.
Kpert chains are generated for each of the Kinit chains with
Δx and Δy each sampled from ½−δxy; δxy� and Δs sampled
from a discrete set χ, which results in Kpert × Kinit chains
in total. The same operations are conducted to the catego-
rized image set Sq, and then the two processed categorized
image sets are concatenated together to form the complete
chains of the entire image set. There may be an extreme sit-
uation, where no comparative image pairs contained in the
categorized image set Sq. In such case, we can just make up
for some image pairs and remove duplicate images after
chains learning randomly. Finally, we rank each chain and
select the chains that are mostly correlated with each target
attribute.

3.2 Deep Feature Extraction and Ranking
After regions localization, we feed both the images and the
selected image patches into a pretrained CNN model to
obtain the final feature representations. As described by
Zhong et al.,19 the intermediate output of the last convolu-
tional layer could be more effective in specifying shape
and variation for the patches that are relevant to an attribute.
Therefore, the final deep feature representation is to be the
concatenation of the local feature extracted from the last con-
volutional layer and the global feature output from the last
fully connected (FC) layer in this paper. Then, the final deep
feature representations are served as the inputs of the ranking
module for the task of relative attributes prediction.

In our experiments, we adapt the main deep CNN archi-
tecture proposed by Yaser et al.35 for predicting relative
attributes. Similarly, we use a VGG-1612 model without

the last FC layer, which can better satisfy our experimental
conditions and experimental requirements. The VGG-16
model contains 13, 3 × 3 convolutional layers, with max-
pooling layers in between and followed by two FC layers.
In addition, we apply extra max-pooling steps on the top
of convolutional layers to reduce the dimension of intermedi-
ate representations (see Fig. 2). Our ranking module is the
same as the RankNet proposed in Ref. 35. In the
RankNet, the extracted CNN features go through the ranking
layer that is a fully connected neural network layer to output
the estimated ranks ri and rj, for a comparative image pair
ðIi; IjÞ. Then, the estimated ranks ri and rj are combined to
compute an estimated posterior probability pij. Finally, the
estimated posterior probability pij, along with the corre-
sponding target probability tij, is used to calculate the
loss, which is then backpropagated to update the weights
of the whole network. (See Ref. 35 for more details.)

The illustration of the training process is shown in Fig. 2.
Each relative attribute is trained separately. The proposed
network takes as input a pair of images ðIi; IjÞ and the cor-
responding local regions that most agree with the relative
attribute we are training for. The corresponding target prob-
ability tij according to ground-truth attribute strength is also
fed into the ready-made ranking network. Here, tij is selected
from {0,0.5,1}. If the attribute strength of Ii is greater than
that of Ij, then tij is expected to be >0.5, and vice versa.
Furthermore, if the attribute strengths of Ii and Ij are similar
to each other, tij is expected to be 0.5. As shown in Fig. 2, Ii
is more smiling than Ij, thus tij ¼ 1. The pair of images and
their corresponding patches then go through the deep feature
extraction module to obtain the final feature vectors ϕðIiÞ
and ϕðIjÞ, respectively. The generated deep representations
are later serve as the inputs of the RankNet to compute the
loss. Then, the loss is backpropagated to update the weights
of each layer.

During the testing (Fig. 3) process, the input is consisted
of a single image Ik and the corresponding attribute-corre-
lated local part, whereas the output is the estimated absolute

Fig. 2 The schematic view for training. The inputs to our network are a pair of images ðI i ; I j Þ and their
localized regions that most agree with the relative attribute we are training for, as well as corresponding
target probability according to the ground-truth attribute strength.
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rank rk for the testing image Ik. According to the estimated
absolute ranks, the images set can be ranked easily in the
testing image.

4 Experiments
In this section, we quantitatively compare our proposed
method with some state-of-the-art methods. Furthermore,
we perform multiple qualitative experiments to demonstrate
the superiority of our proposed method.

4.1 Datasets
Our experiments are evaluated on three public datasets:
LFW-10,30 Zappos50K-1,29 and Shoes.32

LFW-1030 is a subset of the Labeled faces in the wild
(LFW) dataset, which has 2000 images (1000 for training
and 1000 for testing) and 10 attribute annotations, with
500 pairs of training and testing images per attribute. The
attributes labeled in LFW-10 are “bald head,” “dark hair,”
“eyes open,” “good looking,” “masculine looking,”
“mouth open,” “smile,” “visible teeth,” “visible forehead,”
and “young”. In our experiments, we follow the training/test-
ing split of Ref. 30.

Zappos50K-1 is a subset of the UT-Zap50K dataset,29

which provides 1388 training and 300 testing pairs on aver-
age for each of the four attributes: “open,” “sporty,” “pointy,”
and “comfort.” We use the same training/testing split as
that in Ref. 29. Shoes32 dataset contains 14658 shoe images
and 10 attributes, of which three are overlapping with
Zappos50K-1: “open,” “sporty,” and “pointy.” Because
there are only about 140 pairs of relative attribute annotations
per attribute, we use this dataset only for testing.

4.2 Experimental Setup
The evaluation is performed on a platform with GTX 1060
GPU (6G memory), 3.3 GHz CPU, and 32 GB memory.
The image features utilized for attribute classification and
initial ranking of the categorized image sets are represented
by a concatenation of GIST descriptors and LAB color
histograms.27,28 For attribute classification, we label five pos-
itive examples and five negative examples for each attribute
in both LFW-10 and Zappos50K-1 training sets, and imple-
ment PTSVM based on Joachims’s SVMlight.43 The con-
stants C and C� are set to 1 and 0.5, respectively. To sort

the images in the categorized image sets, the setting is similar
to that in Ref. 28 except modifying the parameter d to
9.2. Furthermore, we use HOG features for detection and
local smoothness, and set Ninit ¼ 5, Niter ¼ 60, λ ¼ 0.05,
Kinit ¼ 20, Kpert ¼ 15, δxy ¼ 0.6, χ ¼ f1∕4;1g, and T ¼ 3.

For the deep feature extraction part, we initialize the
weights using the pretrained model on ILSVRC 201444

for the task of image classification. Extra max-pooling layers
are appended to the fifth pooling layer to reduce the dimen-
sion of intermediate representations. For the ready-made
ranking part, we initialize the weights w of the ranking
layer using the Xavier method,45 and initialize the bias to
0. During training, we use a mini-batch size of 16 image
pairs for SGD, and train is done after 50 and 30 epochs
for LFW-10 and Zappos50K-1 datasets, respectively. The
initial learning rates of the deep feature extraction layers
and the ranking layer are set to 10−5 and 10−4, respectively,
and then are dynamically changed by RmsProp.46 Moreover,
the estimated posterior pij of the ranking network is
restricted in [10−6, 1 to 10−6] to prevent the binary cross
entropy loss from diverging.

4.3 Quantitative Results
In this paper, we report the accuracy in terms of the percent-
age of correctly ordered image pairs, and the comparative
data are collected from previous works.

Figure 4 shows the results on LFW-10 dataset. We can see
that our method using only the high-level local CNN feature
performs better on the locally orientated attributes, such as
“mouth open,” “smile,” which demonstrates that our regions
localization module is more efficient than that of Ref. 38.
Moreover, as shown in Fig. 4, we produce the best results
on six of the 10 attributes.

Figure 5 shows the results on Zappos50K-1 dataset. Our
method achieves the state-of-the-art accuracy again. As the
shoe images in this dataset are well aligned, centered, and
have clear backgrounds, we can obtain a high accuracy. It
is observed that the improvement over the abstract attribute
“comfort” is slight, whereas the improvements are more
remarkable over the locally orientated attributes, such as
“open” and “pointy.” The ranking accuracy comparison of
Ref. 38 with both global and local CNN features and our
method all with CNN feature demonstrates that deep feature

Fig. 3 The schematic view for testing. The input image Ik and the localized most relevant region Pk
corresponding to the attribute “smile” go through the deep feature extraction network, and the ranking
layer uses the combined features of the local region and image Ik to estimate the absolute rank r k .
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did not contribute enough to regions localization in this
paper.

Figure 6 shows our results on the Shoes dataset. We take
our models trained on Zappos50K-1, and test on Shoes to
evaluate cross-dataset generalization ability. Figure 6
shows the comparison results of the three overlapping attrib-
utes (“open,” “pointy,” and “sporty”) contained in both
Zappos50K-1 and Shoes datasets, respectively. Compared
with other methods using CNN feature, our method all with
handcrafted feature obviously performs the worst.

Table 1 shows the mean ranking accuracy of the corre-
sponding methods on LFW-10 (see Fig 4), Zappos50K-1
(see Fig 5), and Shoes dataset (see Fig 6). On the LFW-
10 dataset, our mean accuracy is 2.27% and 4.75% higher
than that of Refs. 38 and 35, respectively. Although all
the corresponding methods can achieve a high mean ranking

accuracy on the Zappos50K-1 dataset, our approach per-
forms the best. For the three overlapping attributes of the
Shoes dataset, we just obtain a slight improvement of 0.09%
absolute over the method of Singh and Lee.36

4.4 Qualitative Results
Figure 7 shows the sample results of the global ranking on
the LFW-10 test images. Each row corresponds to a face
attribute and exhibits decreasing attribute strength. It can
be observed that, for the locally orientated attributes such
as “mouth open,” “smile,” the results are basically visually
correct. Although for the more global attributes, such as

Fig. 4 Comparison of ranking accuracy on LFW-10 dataset.

Fig. 5 Comparison of ranking accuracy on Zappos50K-1 dataset.

Fig. 6 Comparison of ranking accuracy on Shoes dataset using the
models trained on Zappos50K-1 dataset. The result demonstrates the
cross-dataset generalization ability of our method.

Table 1 Mean ranking accuracy of the corresponding methods on
LFW-10, Zappos50K-1, and Shoes dataset.

LFW-
10

Zappos50K-
1 Shoes

Relative parts30 78.50

Fine-grained comparison29 91.64

Spatial extent (local + CNN)38 84.66 94.83 83.58

Spatial extent (global + local + CNN)38 95.47

RankNet35 82.18 95.67

End-to-end localization and ranking36 88.46

Ours (all with handcrafted feature) 84.32 94.71 74.91

Ours (all with CNN feature) 85.50 95.05 82.37

Ours (only high-level local CNN
feature)

86.36 95.39 86.78

Ours 86.93 95.88 88.55
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“masculine looking,” there are more visual mistakes. Thus, it
can be seen that the locally orientated attributes benefit more
from our work.

Figure 8 shows the sample ranking results for the four
provided attributes on the Zappos50K-1 test images. The
results demonstrate that our method is capable of generating
accurate image rankings using the attribute-correlated local
patches and their corresponding intermediate CNN features.

4.5 Ablation Study
We study the contribution of the two operations that use
either only the attribute classification step or only the

intermediate local CNN features extraction step on the rank-
ing performance. When conducting only the attribute
classification step, the final deep representations are the com-
bination of both the global and local CNN features from the
last FC layer.

Table 2 shows the attribute ranking accuracy of the two
separate operations, as well as that of our combined method
on LFW-10. It can be observed that the attribute classifica-
tion baseline contributes more than the intermediate local
output baseline to the ranking performance. The intermediate
local output baseline may weaken the accuracy improve-
ments of attributes that are global, such as “masculine

Fig. 7 Sample results of the global ranking on the LFW-10 test images. Each row corresponds to a face
attribute and exhibits decreasing attribute strength. It is shown that the ranking obtained by our method is
accurate for all attributes.
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looking” and “young.” The third row in Table 2 shows the
result of our combined method, which produces the best
accuracy for seven out of the 10 attributes.

4.6 Application to Interactive Image Search
Relative attributes not only help to describe a pair of images
more clearly but also help to retrieve images more carefully.
Similar to the feedback collection setup of Ref. 30, we per-
form the interactive image search using relative attribute-
based feedback, which is a significant application of relative
attributes. Given a target image, it can be described through
attribute’s feedbacks with respect to a few reference images.
The search set is divided into two disjoint sets according to

a given feedback with respect to a reference image. The rank
of all the images in the search set is averaged over all feed-
backs with respect to all reference images, using absolute
classifier score difference. We calculate the number of the
predicted target images falling below a given rank, and
more search images mean better performance. We use the
LFW-10 testing dataset as our search set. The number of rel-
ative attribute-based feedbacks is varied in {2,5,10} corre-
sponding to one or two reference images. Table 3 shows
the number of search images corresponding to different set-
tings, based on a total of 275 searches per setting. The first
column shows the specified image rank. It can be observed
that the number of search images raises with an increase in
the number of feedbacks and/or number of reference images.

Fig. 8 Sample ranking results for the four provided attributes on the Zappos50K-1 test images. The rank-
ing is also accurate for each attribute.

Table 2 Attribute ranking accuracy of the two separate operations, as well as that of our combination method on LFW-10 dataset.

B head D hair Eyes O G looking M looking Mouth O Smile V teeth V forehead Young Mean

Attribute classification 84.33 89.27 88.45 73.26 96.34 91.25 88.29 88.04 90.69 78.28 86.82

Intermediate local output 83.69 88.38 87.71 72.82 95.26 90.59 87.94 87.62 90.43 76.25 86.07

Combined 84.52 89.20 88.62 73.43 96.25 91.38 88.52 88.31 90.93 78.16 86.93

Table 3 The number of search images corresponding to different settings on LFW-10 testing dataset.

One reference image Two reference images

Two feedbacks Five feedbacks Ten feedbacks Two feedbacks Five feedbacks Ten feedbacks

100 53 83 94 57 88 98

200 86 118 141 97 136 165

300 120 159 173 128 179 201
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Our result outperforms that of Ref. 30 by 18 search images
on average.

5 Conclusion
In this paper, we propose the deep relative attributes learning
strategy, which is implemented based on conventionally
acquired attribute-correlated local regions. We first perform
attribute classification rather than discovering the spatial
extents corresponding to each provided attribute over the
entire image set directly. In this way, the images and local-
ized regions are both fed into the pretrained CNNmodel. The
final outputs are the concatenation of last global features and
intermediate local features, which were used to predict rel-
ative attributes. On three public relative attribute prediction
benchmarks, we show that the proposed attribute classifica-
tion procedure is an effectiveness way for learning attribute
relevant local regions. However, for side face images, we still
could not learn the local regions to certain attributes effec-
tively. We want to impose some constraints on the learned
local regions, which is the problem we need to solve in
the future work.
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