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Samples a few micrometers in total size offer a challenge to both x-ray and electron tomography.
X-ray tomography originated imaging the human body with millimeter resolution, but the resolution
has been reduced by over 7 orders of magnitude by the use of synchrotron sources and Fresnel zone
plates, leading to an achieved resolution of 20 nm in favorable cases. Further progress may require
phase retrieval. Electron tomography originated on very thin samples (perhaps 100 nm thick) but
recently samples of over 1 micrometer have been studied with conventional instruments. The study
of thicker samples requires understanding tomography in the multiple scattering regime.

I. X-RAY TOMOGRAPHY

Although Radon’s initial work of 1917 is the credited with the foundation of tomography as a mathematical
subject, in practice the paper had little immediate impact and was rediscovered during the 1960’s during
the development of comperized axial tomography, popularly known as CAT scans. This work most notably
led to the 1979 Nobel Prize in Physiology and Medicine by Cormack and Hounsfield! and is the first of
many examples of medical imaging systems in wide use today, including ultrasound and magnetic resonance
imaging. The word “axial” has been dropped from more recent x-ray imaging systems leading to “CT
scaners” (for computerized tomography) because the data is not acquired about a single axis, but may
involve more complex patterns such as fan beams or helical scans.

In its simplest form, tomography is the practice of forming images in two or three dimensions from
projections. Projections are defined to be line integrals of some scalar quantity, such as the x-ray absorption
coefficient () which is allowed to vary with the sample position 7.} In the case of axial tomography, the
sample is turned about an axis (here taken to be in the g direction) and a beam of intensity Iy penetrates
the sample at every small interval (i.e., pixel) of the sample. The intensity I is detected at each offset 7 in
the sample for many tilt angles 6. To the extent that x-rays obey geometric optics (a very good assumption
for medical imaging), the intensity is given by the Beer’s law relation

I(r,8) = Ip exp {_ /dsa(i”—l— sﬁ)] (1)

where the integral is over a path through the sample with an offset vector 7 in the beam direction 7. The
tilt angle € relates these co-ordinates to the sample-fixed axes Z and 2 axes by the rotation

Y\ _ cosf sinf z

7 ) = \ —sinf cosf z )
With the tilt axis at right angles to the sample, a two-dimensional formalism suffices to solve the problem.
The most commonly used method is known as “filtered backprojection”, which relies on the Projection Slice
Theorem to related one-dimensional Fourier coefficients of the measured projections to two-dimensional

Fourier coefficients of the full sample.!”® Three-dimensional images are obtained simply by repeating the
two-dimensional inversion in the third dimension.

Although the resolution in medical tomography has slowly improved through the years, it remains scaled
to a millimeter, principally because of radiation risk to the patients. However, in 1983, Grodzins* observed
that tomography could be applied to much smaller samples using synchrotron radiation. By 1987, this
had been implemented at 15 pm resolution in a study of the porosity of rocks for application in the oil
industry.>® The initial implementation used the technology described in the paragraph above. By 1992, the
resolution was improved to 3 pum.”
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FIG. 1: Transmission of electrons at 300 keV through various thicknesses of aluminum foil into detectors with half-
angles marked in mrad. The experimental data of Soum et al.’ are compared to the summation of the Goudsmit-
Saunderson series using the elastic scattering cross sections of Berger and Seltzer'® and the parameters 7 = 129 nm
and 7(!) = 224 pm which are derived from the data base of Berger and Seltzer'? and the aluminum bulk density.
There are no free parameters in the fit. The thickness is given both in terms of pm and the number of elastic
scattering events V..

The introduction of x-ray optics into an x-ray microscopy beamline allowed the dramatic improvement of
resolution to 50 nm in 1994.'% Specifically, the group used a Fresnel zone plate in a Scanning Transmision
X-ray Microscope (STXM) to scan a test object consisting of metal bars on a silicon nitride membrane.'*
Interest continued in this line with application to biology!® and to integrated circuit interconnects.'%17
For biology, there is at least one dedicated beamline operating a full-field microscope today.'® A recolution
of 60 nm for a full yeast cell has recently been reported.'® Similaraly, tomography of integrated circuit
interconnects has moved to commercial application.2°

The resolution of the microscopes is limited by ability to construct the Fresnel zone plates.?!:2?2 Most
state-of-the-art zone plates are constructed with electron beam writing with resolution as little as 20 nm.23
Very recently, a zone plate was constructed using the interference pattern of two zone plates exposed with
extreme ultraviolet light to make a zone plate with features half as large — 60 nm in the scientific literature®*
but just 13 nm resolution in a more recent news account.?® It is a challenge to make high precision zone
plates because of the stability required for the electron beam writing, because of the circular pattern (in a
world tuned to writing lines), and because of the high aspect ratio of the zones which can be on the order
of 20 in the case of hard x-ray zone plates (for use above, say, 5 keV).
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FIG. 2: Transmission of electrons at 300 keV through various thicknesses of aluminum foil into a 45 mrad half-angle
on-axis detector, with single parameter fits to the multiple scattering prediction ((¢/7')In(t/7'))™", the Gaussian
model 1/¢, and Beer’s Law. The data of Soum et al.® are shown. The vertical dotted line is the lower limit of validity
of the multiple scattering approximation given by Moliere.!!

A. Phase retrieval

Phase retrieval may provide an alternative means of obtaining high resolution with x-ray tomography. A
resolution of 60 nm has been obtained in a recent experiment,?%?7 although this in no sense exhausts the
power of the technique. Crystal diffraction is sensitive to atomic positions, and, in principle, phase retrieval
may achieve comparable accuracy limited by the wavelength of the x-rays.

In phase retrieval, information about the modulus of the intensity transmitted through the object is
obtained in both the real and Fourier domains and an iterative algorithm is used to obtain the complex
value of (say) the index of refraction throught the field.?873° The role of oversampling (compared to crystal
diffraction) has been emphasized.?! The terminology means that to satisfy the Nyquist sampling theorem,
it proves necessary to measure the diffraction pattern at twice the density which is provided by a Bragg
pattern of a crystal. A non-periodic object diffracts with non-zero intensity and permits complete sampling
in the sense of Nyquist. On the other hand, the atomicity of a crystal allows the imposition of a different
set of constraints which has been exploited for decades. Another approach to phase retrieval is provided by
the transport-of-intensity equation.®? The transport-of-intensity equation and Gerchberg-Saxton-type phase
retrieval have been combined recently to address the problem of stagnation with the Gerchberg-Saxton
approach;®® Elser has addressed stagnation separately.>°

SPIE-IS&T/ Vol. 5674

3



FIG. 3: Reconstructed reverse gray scale image of a simulated photonic band gap crystal using multiple scattering
theory. A detector half-angle of 10 mrad is assumed. The saturation values are taken to be the values at the 5* and
95" percentiles of the pixels in the image. The scale bar is 1 pm, which is about the size of the largest tomographic
reconstructions based on electron microscopy in the literature.

II. ELECTRON TOMOGRAPHY

Shortly after the introduction of tomography using x-rays, electron microscopes were used for tomogra-
phy as well on a much shorter length scale.?*> The principal applications have been in microbiology.?6:37
The practical computational aspects of electron tomography have also been presented.?® Recently, micro-
tubules in a cell have been visualized with a resolution of 8 nm using energy-filtered transmission electron
microscopy.?? Electron tomography has also been applied to the case of a tungsten via in an integrated
circuit interconnects.*?

The principal advances have been the use of cryo-freezing to preserve the cell’s ultrastructure and the use
of minimal dosage (below 1000 electrons per nm? for 1 nm resolution).® The implications of low dosage is
partially ameliorated by the existence of the dose fractionalization theorem, which indicates that the dosage
required for reconstructing an image with a full tilt series is formally the same as that required to observe
a single image.*!+42
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FIG. 4: Reconstructed reverse gray scale image analogous to Fig. 3 but using Beer’s Law. The reconstruction is
good despite the use of Beer’s Law outside its range of validity.

Alignment of images is a great issue for electron tomography. Indeed, with single-particle reconstruction,
a great many images of copies of the sample are acquired and these are oriented based on key properties of
the individual copies.*® This technique was applied successfully to obtain the structure of the ribosome.*
For larger biological samples, typically gold fiducial markers are used to aid in the alignment,* although
marker-free methods have also been used.*® Because biological samples distort during the acquisition of a
tilt series, the fiducials are not used merely as needed to align a rigid body in space, but also to track and
undo the effects of distortion.*®

Although the issues of sample preparation, alignment, and visualization have shown remarkable progress,
at the core the Beer’s Law relation Eq. (1) between sample thickness and intensity is universally applied
in electron microscopy. Yet, in contrast to the x-ray case, the underlying interaction of an electron with
a sample is one of multiple scattering.?”*® Multiple scattering leads to non-exponential relations between
the detected intensity and the sample thickness. Recently, experiments have shown that it is possible to
obtain three-dimensional information from scanning transmission electron microscopy (STEM) from samples
well in excess of 1 ym thick using advanced*® and standard®® electron microscopes. It is necessary to use
STEM rather than conventional transmission electron microscopy (CTEM) because in the latter case, post-
specimen electron lenses image the beam. These lenses are subject to chromatic abberation. For a thick
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FIG. 5: First angular singular vectors U as a function of angle, normalized to the increments Az in the cosine of the
polar scattering angle in the angular mesh of Berger and Seltzer.'® The first singular vector represents an average
normalized differential cross section for all the elements. The second vector permits accumulation of differential cross
section near the forward direction at the expense of large angle differential cross section (or, with opposite sign, the
reverse). The third vector enhances the differential cross section near the node of the second vector at the expense
of both small and large angle differential cross section. The fourth and higher vectors represent more oscillatory
redistributions of differential cross section. Because the elements share a common functional form at large scattering
angles, the first singular vector has more weight at large angles than the other singular vectors.

sample, such abberations may represent the limiting factor on the image resolution because the inelastic
losses of the fast electron passing through the sample occur are variable; for example, the plasmon generation
is goverened by a Poisson distribution and deep, inelastic events only add to the variance.’! Because the
majority of microscopes are conventional, and because there has always been a great desire within the
microscopy community to achieve high resolution, the issue of thick samples has languished.

A. Multiple Scattering

The theory of multiple scattering theory for application to tomography has been presented recently.*® Here,
we limit the discussion to a few key results. Combining the multiple-scattering formalism of Gouldsmit and
Saunderson®? with the recent compilation of theoretical atomic cross sections,'? it is possible to obtain
parameter-free agreement with experimental data on multiple scattering.” An example is given in Fig. 1.

We may consider three models for the relation of thickness and attenuation for a small bright-field detector:
(a) Beer’s Law, (b) a Gaussian model, and (c) analytic results from multiple scattering theory. The Gaussian
model arises from considering the addition of variance of small angular deviations from a series of thin
layers.?®%* However, because of the effect of the Rutherford tail, the variance is not well-defined in the small
angle approximation and a logarithmic correction to the Gaussian behavior emerges. Whereas the gaussian
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FIG. 6: Singular values of vector space spanned by the normalized elastic cross sections of the first 92 chemical
elements minus a § function. In the first approximation a single component dominates the bright-field signal,
however, if the signal to noise ratio exceeds 50, the higher singular values may play a role in the interpretation of
the bright-field signal.

predicts an intensity which varies as ¢t~!, multiple scattering theory predicts a dependence of the form
[tIn(t/7")]7"!, where 7/ = e*Y~!7 where 7 is Euler’s constant and 7 is the mean free path. The three models
are compared to experimental data in Fig. 2 and the results are fully satisfactory for multiple scattering
theory.

The importance of the non-Beer’s law relation between the intensity and the thickness is shown in the
comparison of Fig. 3 and Fig. 4.7 Shown is a reconstruction of Monte Carlo data for a photonic band
gap material — a system of polymer and void. The multiple scattering theory leads to a more faithful
reproduction of the original sample. In contrast, the Beer’s Law model leads to streak artifacts, “photo
albulm corners”, and a “fish-eye lens” effect. Beer’s Law does, however, preserve the finer features, as does
the multiple scattering reconstruction. One important feature of the simulation of Fig. 3 and Fig. 4 is the
scale: the sample is a square 8 um on a side, whereas nearly all electron tomography is performed with
samples no more than 1 ym across.

When the sample consists of a heterogeneous mixture of materials, what exactly do the intensities recorded
in an electron microscope corresponde to? In the case of x-rays governed by a material-dependent absorption
coefficient, one simply integrates as in Eq. (1). In the electron case, the situation is more complicated: there
is no single parameter which may be called the “scattering power”. Instead, we must consider the scattering
cross sections. In a second paper, Goudsmit and Saunderson extended their theory to include the multiple-
component case.’® In the approach of Ref. 48, the cross sections of the first 92 elements are taken to span
a vector space. Because all the cross sections are similar, there is a “common mode” cross section, which
is shown in Fig. 5 along with corrections to that mode which are a series of orthogonal functions. The
dominance of the common mode is seen in Fig. 6 to be substantial, but not necessarily rendering the others

SPIE-IS&T/ Vol. 5674 7



8

He Ne Ar Zn Kr CdXe Hf HQRn
02 | | || || | ||

Singular Vector Coefficient

05 L1l 1 | L1 L1 L1
2 1018 3036 4854 72 80 86

Z

FIG. 7: The coefficients of the second singular vector which are indexed by the atomic number Z from 1 to 92. The
coefficients’ values are strongly affected by the closing of atomic shells (indicated by the tick marks).

— and particular the second singular vector — unobservable. The various elements may be distinguished
as indicated in Fig. 7. Thus, this first singular vector is sensitive to whether the element is located on the
left or the right side of the periodic table, and is particularly sensitive in the first row. There may be an
application to biology because the density of (say) protein and water are not so very different leading to low
contrast in the common mode.

B. Relation of Multiple Scattering Approach to HAADF

High Angular Aperture Dark Field (HAADF) as applied to tomography has been reviewed recently.?”
The principal advantages of HAADF in tomography are an insensitivity to Bragg scattering and its high Z
dependence. The Bragg condition is

2dsinf = nA (2)

where d is the lattice spacing, 6 is the scattering angle, n is the order of the reflection, and A is the wavelength
of the incident radiation. For the case of a 300 keV electron, A = 1.969 pm. A typical value for the spacing
of low-index Bragg planes is (Si along (111) or v/3a/2) 471 pm, so 2 mrad is a typical scattering angle for
n = 1. By having the detector sensitive to scattering angles many times 2 mrad, the Bragg condition may
be avoided in practice. In practice, a 40 mrad inner radius is typical.>” Hence, the technique has had more
application in material science (which often has crystalline samples) than in biology, where the assumption
of an amorphous material is typically met.

To see the Z dependence in HAADF, consider the differential cross sections from the compilation of
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FIG. 8: Cross sections for the elements with atomic number Z from 1 to 92 for 300 keV electrons according to the
calculations of Berger and Seltzer'® at the indicated scattering angles.

Berger and Seltzer'? for the angles shown in Fig. 8. Related plots were given earlier for 100 keV electrons.?®

For angles of 2° (35 mrad) or more, there is little influence from shell structure. Power law approximations
to the curves of Fig. 8 are presented in Fig. 9. Taking the typical operating parameter for HAADF to be
40 mrad, a Z'%® dependence is obtained. A similar result was presented by Kirkland.’® The present result
may be compared to the dependence of the elastic cross section, shown in Fig. 10, which is approximately
Z'% with substantial modulation due to shell structure. In practice, HAADF is more sensitive to high Z
elements than bright-field imaging by the ratio of these quantities, i.e., by Z°%23. For a system composed of
fairly widely varying atomic number such as gold (Z = 79) and carbon (Z = 6), the sensitivity of HAADF
is seen to be a factor of about 1.9 more than bright-field imaging. However, since the signal in HAADF
is typically 100 times less than in bright-field imaging, it is not so clear that even high Z elements will
be better detected. This analysis suggests the principal advantage of HAADF is in avoiding the Bragg
condition rather than increasing the sensitivity to high Z elements per se.

C. Mean Free Paths

Although cross sections are the traditional means of representing interaction strengths, it is more intuitive
to consider the mean free paths, which are related to the cross section by 7 = (no)~* or M) = (noy) !
to the first transport coefficient oy, where n is the number density. The number densities for most of the
chemical elements are given in Fig. 11. The number density tends to peak in the middle of the rows of the
periodic table; the relatively constant number density of the rare earth elements (Z = 57 to Z = 71) is also
apparent. The number densities of Fig. 11 may be combined with the cross sections of Fig. 10 to yield 7
and 7(!) for the elements, shown in Fig. 12.
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FIG. 9: Exponent of a power law fit to the data of Fig. 8. The atomic number Z is taken to the power of the fitting
exponent. The Rutherford scattering result, expected to be valid at large angles, has the value of 2.

The theory developed in Ref. 48 requires the thickness of the sample to be small compared to 71, i.e.,
typically small compared to 100 pum for low Z materials and small compared to 1 pm for the 5d transition
metals. The electron beam ceases to have beam-like character after traversing a distance 7(!) in the material.
It is also notable that 7 and 7(Y) come together somewhat for higher Z elements, which is related to the
fact that the higher Z elements have larger differential cross sections at high angles. The theory does not
impose a restriction that the sample not exceed the mean free path for elastic interactions 7, which is more
or less the validity condition in the Beer’s Law approach.

III. CONCLUSIONS

X-ray tomography and electron tomography have both advanced to the point where systems a few mi-
crometers in size may be studied by either technique. Which probe is preferable will depend upon the desired
resolution, the sample size, its chemical composition, state of crystallinity, and the available microscopes.
The resolution in electron microscopes will degrade approximately as Z'4° for a fixed sample thickness and
a little worse than the #3/2 for a given material of thickness t. A recent theoretical advance in multiple
scattering in electron tomography has yet to be exploited in experiments so the regime of few micrometer
samples may open to electron tomography shortly.

X-ray microscopes based on Fresnel zone plates are limited to a resolution which is independent of Z.
Taking 20 nm as the zone plate resolution, allowing a factor of 2 for the degradation from 2D to 3D
images, electron microscopy should be competitive for low Z (e.g., biological) samples to thickness of about
3 um based on the resolution of 8 nm achieved in a 1.2 nm thick sample.? Lensless x-ray microscopes
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FIG. 10: Total cross section o as a function of the atomic number Z and a fit 2.64 pm?, as well as the first

transport coefficient o1 which is fit by 0.0004772°7® pm?.

will be limited by the absorption in the material which showed strong edge dependence, however, these
absorption coefficients vary approximately as the photon energy cubed® but the imaginary part of the
dielectric constant varies only inversely with the energy'# it may be possible to use phase contrast with a
wide range of materials. X-ray microscopes with and without zone-plate optics have also shown advances
making their application to few micrometer samples more desirable. While x-ray techniques are in principle
more broadly applicable than electron microscopy, in practice, electron microscopy will dominate where it
can be applied. Both fields will be enriched by the possibility of intercomparison.
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