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ABSTRACT 

At present, the detection of dim targets has become an important research direction in the field of infrared imaging, as 
the traditional single-lens dim target detection imaging system is limited by cost, size, and performance, which cannot 
support the requirements of many target detection tasks. With the development of scientific and technological research, 
infrared array cameras have achieved improved detection capabilities through more imaging units, which are expected to 
break through the shortcomings and limitations of traditional single-lens imaging systems. To achieve this goal, this 
paper proposes a refocusing-based infrared array camera dim target signal-to-noise ratio enhancement method, which 
can effectively improve the detection distance of the imaging system for dim targets while achieving the improvement of 
the signal-to-noise ratio. Through experimental verification, the method achieves the expected results and can be applied 
to relevant subsequent processing tasks.  
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1. INTRODUCTION 

With the continuous development of optical inspection technology and researchers' pursuit of imaging quality, the size of 
equipment lenses is showing a trend to become larger and larger, but larger single-lens lenses require more stringent 
processing techniques and higher costs. Since the traditional single-lens imaging effect is limited by cost, size, and 
performance, the concept of an array camera was born. The principle of array cameras is to place cameras at multiple 
locations in a four-dimensional light field to perform two-dimensional slicing of the four-dimensional light field, which 
is equivalent to a two-dimensional sampling of the light field from multiple angles. 

An 8 × 8 array camera was designed in the literature [1]. This device is characterized by the ability to perceive the 
moving light field. A 6 × 8 light field imaging device was designed in the literature [2]. This device can render images of 
viewpoints that are not at the 6 × 8 viewpoint location. It is done by rearranging the viewpoints of each sub-camera 
position. Better imaging quality is obtained by this means. The literature [3] produced an 8×12 array camera and the 
acquired light field data was made into a public dataset. A research team from Northwestern Polytechnic University 
developed an 8 × 8 camera array[4]. They conducted an in-depth study based on this array of the camera in topics such as 
camera calibration[5]. The array cameras mentioned above are large optical field imaging devices, which are expensive. 
On the other hand, as cameras are gradually moving towards miniaturization, there are teams aiming at the 
miniaturization of array cameras. PiCam is an ultra-thin 4 × 4 array imaging device with an overall size comparable to a 
coin, developed by Venkataraman's team[6]. 

Camera arrays use multiple cameras located at different spatial locations to collect photographs with different 
perspectives, adding many possibilities for complementary information for applications such as post-capture 
refocusing[7,8], super-resolution[9], view synthesis[10], and de-obscuring[11]. Wilburn et al[12] used inexpensive cameras to 
build high-performance camera arrays for high-resolution and high dynamic range video capture, Spatio-temporal view 
interpolation, and nonlinear synthetic aperture photography. Vaish et al[13] also performed related work with the support 
of camera arrays. The camera array is calibrated by plane + parallax, which is used to view the surface of an obscured 
object behind a tree branch or a person. Yang et al[14] proposed a novel real-time hybrid synthetic aperture imaging 
monitoring technique for solving the blurring problem caused by capturing high-speed moving objects with small 
apertures in a low-light environment. Xiao et al[15] proposed a camera array-based image computational refocusing 
method, which can focus the light field image to any depth and improve the signal-to-noise ratio of the focused image. 
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To improve the signal-to-noise ratio of infrared images, the parallax of sub-cameras needs to be calculated. Zeng et al[16] 
reviewed the camera array system in spatial target observation, which can bring low cost, wide field of view, high 
resolution, and high detection capability. Based on this, this paper proposes a refocusing-based infrared array camera 
dim target signal-to-noise ratio enhancement method to achieve the enhancement of signal-to-noise ratio for dim target 
detection using infrared array cameras to support infrared target detection research. 

2. METHODOLOGY  

2.1 Infrared image space noise theory analysis  

Infrared imaging systems consist of many system units, and each system unit introduces noise. Therefore, noise exists in 
various forms, and the spatial noise of infrared images is mainly background noise. 

Background noise is mainly the radiation noise of the scene and the noise caused by atmospheric jitter, etc. Background 
radiation mainly refers to the natural radiation sources that can radiate infrared light, such as air and clouds. Background 
radiation has a rise and fall, the background photon emission is irregular, the emitted power fluctuates around the 
average value, and the power fluctuation size can be expressed in mean square deviation. Emission radiation in the 
bandwidth of f  The mean-squared noise voltage value generated at the time is the following equation. 
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eX  is the emissivity of the background. e  is the Stefan-Boltzmann constant. k  is the Boltzmann constant. bT  is the 

background temperature. bA  is the background radiation area. The power of the background noise is independent of the 

frequency, and it is white noise.  

From the above analysis, it can be seen that the focal plane detector is basically in line with the Gaussian distribution 
except for the pretzel noise caused by the corresponding large or small individual image elements, the inherent image 
noise caused by the inconsistent response of each image element of the detector itself, and the image inhomogeneity 
noise caused by the image uniformity correction.    

2.2 Array camera dim target signal-to-noise ratio enhancement technique 

2.2.1 Synthetic aperture imaging with array cameras 

The array camera can make multiple observations of the current scene, the background noise can be effectively 
suppressed and the signal-to-noise ratio can be enhanced by the synthetic aperture imaging method. For the array camera, 
the following equation exists. 

 KkntBI kkkk ,...,2,1,   (2) 

kI  is the image of the scene acquired by the first camera in the array camera k  acquired by the first camera, and kB  is 

the first k  is the background in the first image and kt  is the target in the first k  is the target in the first image, 

and  2~ 0,kn N   the noise in the k  image. Due to the previous analysis, we assume that the noise between each 

camera is independent and obeys a Gaussian distribution. Using the synthetic aperture imaging method, we superimpose 
the images from each viewpoint of the array cameras, for which the following equation exists. 
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. It can be seen that the synthetic aperture imaging of the current scene using the array 

camera can theoretically suppress the variance of the noise to the original
1

K
 . B  is the background mean, which is the 

low-frequency component of the space-domain retardation and can be suppressed by background suppression methods 

(e.g., mean filtering), and t  is the superposition of targets in images of different views. B  and t  are constants. For array 
camera synthetic aperture imaging, the following equation exists. 

 α = /fbd   (4) 

d  is the value of the difference in position of the target in the images of the different cameras (in pixels).b  is the 

baseline length of the array cameras (distance between two adjacent camera optical axes). f  is the focal length of the 

camera normalized to the pixel value.   is the distance between the target and the camera. In the actual detection 

imaging process, the value of the distance from the target to the camera  is much larger than the baseline length of the 

camera, b  and therefore the spatial position of the target between cameras is essentially the same ( 0d  ). We 
superimpose the images of each viewpoint acquired by the array cameras, which can effectively suppress the Gaussian 
random noise while keeping the intensity of the target essentially unchanged. 

2.2.2 Signal-to-noise ratio enhancement 

The formula for calculating the signal-to-noise ratio is defined as follows. 

 nT EESNR /  (5) 
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tE  is the energy of the target, the nE  is the noise energy, and resI  is the residual image after background suppression, 

andT  is the set of image elements occupied by the target, andU  is the set of full image elements. U  and T  denote 

the number of image elements in the set, respectively. From the above, it can be seen that the noise in the synthetic 

aperture image obeys the distribution
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, so calculating the spatial average of the noise energy can be 

equated to calculating the expectation of the noise energy, i.e. 
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In the above equation 1C  is a constant, it is known from the above equation that the noise energy is inversely 

proportional to the 1/2 power of the number of cameras. And the target energy remains constant in the synthetic imaging 
process, so 
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By theoretical derivation, we can conclude that the signal-to-noise ratio of the image obtained by synthetic aperture 
imaging is proportional to the 0.5 power of the number of cameras. 

2.2.3 Signal-to-noise ratio enhancement 

The array camera can enhance the signal-to-noise ratio of the target by synthetic aperture imaging to make the target 
easier to detect. Since the signal-to-noise ratio of the target decreases with the increase of the detection distance, the 
synthetic aperture imaging method with array cameras can increase the ultimate detection distance by increasing the 
signal-to-noise ratio. This subsection focuses on the relationship between the limiting detection distance and the number 
of cameras in an array camera. 

Assuming that the target is a point source with constant radiated power in space and propagates uniformly outward along 
the sphere, the energy of the target acquired per unit area per unit time is the following equation. 
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0P  is the target energy detected by the infrared detector per unit time. 0S  is the aperture area of the infrared detector. P  

is the radiated power of the target. r  is the distance between the IR detector and the target. Notice that the grayscale 

value of the IR image is 0P  is proportional to the average energy of the target in the infrared image, so the average 

energy of the target in the infrared image tE  is directly proportional to
2

1

r
, i.e. 
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where 2C  is a constant. Bringing the above equation into the signal-to-noise ratio equation, we get 
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Let the limiting signal-to-noise ratio of target detection be minSNR  then the relationship between the detection distance 

and the number of cameras in the array at a fixed limiting S/N ratio can be written as 
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It follows that the limiting detection distance of the detector is proportional to the 0.25 power of the number of cameras. 
This theoretically demonstrates that the imaging regime using array cameras can increase the detection distance by 
enhancing the signal-to-noise ratio. 

3. EXPERIMENTAL RESULTS AND ANALYSIS 

3.1 Experimental validation  

In 2020, the literature[17] proposed a dynamic parameter method that allows focusing the light field data to different 
depths. In 2004, the literature[18] proposed to back-project the light field image onto an artificially specified reference 
plane based on the single-strain method with the premise that the outer parameters are obtained by camera correction, 
and the subimages on the reference plane are reprojected to the reference camera plane for translational overlap 
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summation to obtain a refocused image focused on the reference plane at the specified depth. Based on this, experiments 
will be conducted in this section using the refocusing-based signal-to-noise ratio enhancement method for dim targets of 
infrared array cameras proposed in this paper. 

 

Figure 1. Schematic diagram of the signal-to-noise ratio enhancement method for dim target 

The flowchart and principle of the method are shown in Fig. 1. Using the reprojection idea to back-project the light field 
image onto a reference plane at a specified depth, the sub images on the reference plane are reprojected onto the 
reference camera plane for translation overlap summation to obtain the refocused image focused at the specified depth. 
In the focusing process, the interpolated image is obtained by one interpolation method for the pixel positions that are not 
strictly aligned. Compared with multiple interpolation methods, one interpolation can minimize the error generated by 
interpolation. 

3.2 Experimental analysis  

In this experiment, we choose four sub-cameras to form the camera matrix, and this section shows the dim target signal-
to-noise ratio enhancement effect of the method and analyzes it. As shown in Figure 2, the imaging effects of the four 
sub-cameras of the array camera are shown, and the dim target signal-to-noise ratios of each sub-camera are calculated 

as
1

98.19SNR  , 
2

75.72SNR  , 
3

109.39SNR  and
4

92.04SNR  . Figure 2 shows the imaging effect obtained after the 

SNR enhancement method, and the SNR can be obtained as 150.32SNR  . 

 

Figure 2. Dim target signal-to-noise ratio enhancement effect 

The following analysis of its limit detection distance, through the analysis of Section 2.2.3 detection distance r satisfies 
the equation (13). By analyzing the experimental results, the enhancement effect of the refocusing-based IR array camera 
dim target signal-to-noise ratio enhancement method is shown in Table 1. 

Table 1.  Demonstration of the enhancement effect of dim target signal-to-noise ratio enhancement methods. 

Signal-to-noise ratio Detection distance 

1
1.53SNR SNR   

1
1.24r r   

2
1.98SNR SNR   

2
1.41r r   

3
1.40SNR SNR   

3
1.18r r   

4
1.63SNR SNR   

4
1.27r r   
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4. CONCLUSION 

In this paper, we propose a refocusing-based infrared array camera dim target signal-to-noise ratio enhancement method, 
which can effectively improve the detection distance of the imaging system for dim targets. This paper introduces the 
feasibility of the method through theory and experimental validation at the same time. The experimental results show 
that the method achieves the enhancement of the signal-to-noise ratio of dim targets and overcomes the limitations of the 
traditional single-lens dim target detection imaging system in terms of cost, size and performance, and can be applied to 
the relevant subsequent processing tasks. 
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