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ABSTRACT

With the advancement of the global dual carbon economy, the construction of a new type of power system is
accelerating the digital and intelligent development of power grids. Non-technical losses (NTLs) in smart power systems
are usually related to the usage behaviour of the customer. Amongst other things, electricity theft is a serious threat to
electricity suppliers and can lead to serious financial losses and wastage of electricity resources. While electricity
consumption information on the electricity customer side allows for analysis of the electricity consumption situation, the
issue of customer electricity consumption anomalies is a challenge. Traditional abnormality detection methods are often
difficult to apply to NTL detection and have low detection rates. To address this issue, We suggest an innovative model
of multiple self-attention. It connects the self-attentive to the dilated convolution and is unified by a convolution kernel
of size 1. Designed to solve the problem of detecting electricity theft on unbalanced data sets. This method is able to
accurately diagnose NTL anomalies and provides more comprehensive and accurate data support for big data analysis in
the power industry, helping to improve the efficiency and quality of service in the power industry.

Keywords: Big Data For Electricity, Deep Learning, Non-technical Loss (NTL) Electricity Usage Anomalies, Smart
Grid, Self-attention Mechanism.

1. INTRODUCTION
In recent years, due to the swift pace of advancements emergence and widespread use of "smart grids", there has been
increasing concern about their transmission and distribution losses. One category of transmission and distribution losses
is NLT "Non-Technical Losses" (NLT). This type of loss refers to the loss of electricity due to illegal acts by the
electricity company (e.g. power theft, vandalism, etc.). Unlike technical wear and tear, non-technical wear and tear is not
caused by equipment or system failure, but by human factors or management issues. The difficulty of detecting non-
technical losses is an important challenge for electricity suppliers and plays an essential function in enhancing the
sustainability of the electricity system.

Currently, to address this problem, researchers have mainly used data-driven detection methods, including clustering-
based and deep learning approaches. These methods are designed to analyse and process large amounts of electricity data
from which abnormal electricity consumption behaviour by customers can be detected so that the electricity company
can take timely action to prevent further damage. Although these methods have had some success in practice, there are
still some challenges and limitations, such as data quality and detection accuracy. Therefore, further research and
exploration is still needed on methods to improve accuracy further and reliability of NTL abnormality detection.

To address the above problems, we designed a neural network model that combines convolution with a multi-headed
attention mechanism.The model consists of a parallel combination of multiple convolutional layers and multi-headed
attention, with the final classification performed by spreading through a fully connected layer. The model integrates the
advantages of CNN and attention architectures, resulting in a significant increase in AUC and average accuracy scores in
electricity theft detection.
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The paper is organised as follows: In the second section, we present an overview of the related work in the field; in
Section 3 we present the suggested framework and the assessment criteria employed to measure the algorithm's efficacy;
in Section 4 We provide an explanation of the data processing; in Section 5 We showcase the findings from our
experiments; and in Section 6 the conclusions of our work are described.

2. RELATEDWORK
In recent years, deep learning has become increasingly utilized in various facets of big data analysis pertaining to
electricity in recent times, with an increase in the use of NTL detection. The initial approaches involve utilizing
classifiers such as support vector machines, neural networks, random forests, as well as conventional machine learning
techniques like clustering 1-3. These methods can in some cases handle non-linear and high-dimensional data better than
methods based on statistical models. The outcomes achieved through the utilization of deep learning in solving this
problem are significantly superior compared to traditional machine learning 4-5. Zheng et al7 introduced a combined
neural network architecture based on training the wide (dense) and deep (convolutional) parts together, using a real
electricity consumption dataset publicly available from the State Grid Corporation (SGCC), and a method to reshape 1D
data sequences into 2D format for training and prediction using convolutional neural networks (CNN) for two-
dimensional (2D) data analysis. In addition, Hasan et al 6 utilized actual data on electricity theft and proposed the use of
a combination of CNN and LSTM architectures to investigate the time series nature of the lossy power dataset.

However, a difficulty faced in the field of NTL test phase is the lack of publicly available and usable data sets. The
power systems' energy consumption is considered sensitive data and most distribution companies are reluctant to share
their data due to privacy and security concerns. To address this issue, researchers often use synthetic data methods.
While the use of synthetic data can avoid energy consumption data privacy and security issues, its generation may be
biased or a distortion of the true picture and therefore requires caution. For example, adding artificial electricity theft to a
database of ordinary consumers for experiments 4, while useful, may also have potential limitations.

3. ARCHITECTURE OVERVIEW
Convolutional neural networks, deep learning models, find extensive applications in various domains like image
identification, computer vision, etc. CNN models perform better when processing high-dimensional data such as images,
making full use of the local relevance and sparsity of images 9 and can automatically learn features. We combine the
outputs of attention, normal convolution and dilated convolution and unify them by a convolution kernel of size 1,
allowing information from diverse spatial scales and sources to be combined and achieving more accurate classification
results further improving the performance and robustness of the model.

3.1 CNN architecture

In this paper, we use a CNN model consisting of a 2D convolution of 3, with each convolutional kernel of size 3. The
initial convolutional layer is configured with an input channel of 2 and produces an output channel of 64; The second
convolutional layer utilizes 64 input channels and produces 64 output channels, followed by a layer of nonlinear
activation ReLU, and the third layer is computed using a convolution kernel size 3 in steps of 2, with 32 channels of
output, followed immediately by a layer of ReLU nonlinear activation function. The convolutional layer's output is
ultimately transformed by a fully connected layer. This paper provides a detailed description of the model (see Fig. 1).

Proc. of SPIE Vol. 12779  127790V-2



3

Fig. 1. CNN model.

3.2 Multi-heads attention architecture

We present a novel neural network structure that combines attention mechanisms and convolutional layers and connects
and unifies them by using a convolution with a kernel size of 1. We start our description with the convolutional part.

Convolutional layer: The model presented in this paper incorporates a two-part structure within its convolutional layer.
The initial part is the standard convolution, which will convolve the input, using a kernel size of 3. The next step
involves performing a convolution operation, utilizing an expansion factor of 2 to effectively enhance the perceptual
field of the convolution layer, again using a kernel size of 3. The outputs of the two parts are cascaded together to form a
single output. This cascaded convolutional layer structure helps the network to capture features at different scales, thus
improving the performance of the network.

Attention mechanism: In the work in this paper, our attention mechanism differs slightly from the usual attention
mechanism in that we first treat the input channels as heads and establish a mapping to a different set of attention heads.
In this case, when provided with input of a specific shape ( , , )C L D , to start, we initially interchange the positions of the

first and second dimensions and spread the matrix of shape L CDX R  so that , , L CD
q k vW W W R  becomes a linear

transformation that can be learned (where C denotes the quantity of incoming channels or heads, the sequence's size is
denoted by L, and the dimension of each individual element in the sequence is denoted as D) applied to the matrix

L CDX R  . Next, we compute the attention score, which is the dot product of Q and K divided by a root under D. Q, K,
V are the query, key and value, respectively, of the attention mechanism. These attention scores are then applied to V to
obtain the outcome obtained from the attention layer O. Finally, we map O back to the 3D shape by permutation such
that L CDO R  . The output of our attention layer formulation is as follows:

m a x ( )q k
v

TO O
A t t n s o f t O

D
 (1)

In summary, given the input X, We execute the subsequent mapping:

: C L D C L Df X R Attn R      (2)
Unifying the combination: The above work we have processed the input using the convolution and attention layers
separately, next we need to join their results together for the next step. We used a separate matrix to store these results
and used a convolution with a kernel size of 1 to unify them, and added layer parametrization and ReLU activation
functions later on to further improve the performance of the model. This process resulted in what we call a hybrid multi-
headed attention/extended convolution layer.

Classifier: In the final work, we spread the connection results from the previous work and send them to a fully connected
linear feedforward neural network with a final layer using a softmax activation function to map the output to a category
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probability distribution for classification prediction. During training, Cross entropy serves as the employed loss function
to minimise the gap between the predicted values and the true labels.

In the end, our model comprises two primary hybrid layer components in its architecture. The first part has 2 heads ()
( 2)C  and outputs 16 heads ( 16)C  . The convolutional layer receives 2 channels of 2D input and outputs 32 channels
of the same size, the inputs are subsequently evenly distributed to a second mixed layer component of identical
dimensions. Finally, a single-layer neural network is used to classify the input, which contains a hidden layer of 1024
neurons, using Re LU as the activation function. The model is visualised (see Fig. 2).

Fig. 2. Hybrid multi-headed attention/CNN convolutional model.

3.3 Metrics

In our study, we used AUC, a measure of data separability, and ROC curves, probability curves are generated by
graphing the rate of correctly identified positives against the rate of incorrectly identified negatives, as measures for
evaluating the model's performance. We also measure the classification accuracy of the model using the F1 score, which
is the summed average of accuracy and recall and is a measure of classifier accuracy. In addition we also use mean
accuracy (MAP) 10 to assess the efficiency of information retrieval. MAP is evaluated by ranking the true labels by
predicting the probability, A portion of the highest K probabilities, as determined by the subsequent equation:

1
1

1

1@ ( )
i

jK j
iK i

ii

r
MAP K r

ir












(3)

where ir is the real label of the ir th electricity user, r_i＝1 if it is a thief and 0 otherwise.

4. DATA
Our task is to detect and predict fraudulent behaviour in electricity consumption. To do this, we will utilize an actual
electricity consumption sample sourced from the State Grid Corporation of China for training and testing. The data for
this contains daily electricity consumption data for 42,372 consumer units, covering a total of 147 weeks from January
2014 to October 2016. The data was split into electricity theft customers and regular electricity users, with electricity
theft accounting for 8.55% of total electricity users. Although the data does not show the specific dates on which the
fraud occurred, we converted the data to a monthly and weekly format for testing, and by processing the data on a
weekly basis, we observed a strong association between thieves and typical electricity consumers. The details of the data
set are outlined in Table 1.

Table 1. Description of the data set.

Description Value

Time range 2014/01/01 -2016/10/31

Normal electricity customers 38757 approx. 91.5%
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Electricity thieves 3615 approx. 8.55%

Overall clientele 10 point, bold

Missing data cases approx. 25%

4.1 Data methodology

Zheng et al 7 proposed converting input 1D data into 2D data, where the data is organised into a grid-like structure in the
spatial dimension, thus allowing spatially based models to better explore the structure and features of the data. Our work
allows one-dimensional data, which is only temporally informative, to be extended to two-dimensional data with spatial
information, allowing the use of computer vision models (e.g. 2D convolutional neural networks) to explore the
periodicity and neighbourhood features in the data. This approach has been used in areas such as time series prediction
and anomaly detection.

4.2 Missing data process

Missing data is a widespread problem and there are two common approaches to dealing with this situation in common
literature research work. The first approach is to remove incomplete parts of the data extracted from the dataset,
However, this method has the potential to overlook significant data. The second is to use interpolation or median values
of data features to estimate the missing values 8. While these techniques have been shown to be effective, they make
assumptions about the missing data and may therefore have a negative impact on the predictive model. In particular, if
there is a systematic bias between the way the data are missing and the estimation method, then this bias may be
amplified in the model, leading to inaccurate prediction results. Therefore, there is a need for some more effective
methods to maintain the accuracy and robustness of the forecasting model with respect to missing data.

To handle missing values, the method creates a binary mask to indicate the location of the missing data. First, we need to
determine the index of all generate a binary mask to identify and address the absent data. In this binary mask, the missing
data positions are assigned a value of 1, While assigning a value of 0 to all other positions. This binary mask can be
added as an additional channel to the model's input to help the model better handle missing values. By using the binary
mask, the model can clearly understand where the missing data is located and take appropriate action when dealing with
the missing data, such as interpolating or otherwise processing the missing data. More information about this method can
be found in the following chart (see Fig. 3).

Fig. 3. Top left: original data, top right: missing data padded with zeros; Bottom left: binary mask, bottom right: final data.

4.3 Data preprocessing

The real SGCC data exhibits a strong long-tailed distribution of skewness and kurtosis. These features may have an
Effect on the model's performance and therefore the data needs to be processed appropriately to make the most of them.
In Section 3.2, We explore strategies for handling incomplete data or anomalous values within the dataset. The analysis
of the SGCC dataset concluded that most of the outlier cases were found in conventional electricity customers, We
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refrained from removing this data in order to retain valuable information. Before normalising the data, we treated the
dataset as a time series and investigated it with a single factor evaluated at consistent time intervals. To assess possible
correlations and periodicity, we collected data on electricity usage throughout the week, starting from Monday till
Sunday and constructed correlation matrices between electricity usage and date for electricity theft customers and regular
electricity customers. The above is shown in the chart below (see Fig. 4 and Fig. 5).

Fig. 4. Correlation Matrix: Normal Electricity Customers.

Fig. 5. Correlation matrix: Thieves.

The analysis in Figures 4 and 5 shows that the thieves' electricity consumption patterns show a clear cyclicality and
correlation, suggesting that the thieves may have some regularity in stealing electricity. In contrast, the electricity
consumption patterns of the average electricity user are relatively smoother. We leverage these variances to enhance the
model's performance to better detect and predict the electricity usage behaviour of thieves.

Analysis of SGCC through the data has the phenomenon of heteroskedasticity, i.e. the trend of variation in the data is not
constant, which results in the data distribution being asymmetrically positive or Leptokurtic, i.e. the right-hand side of
the distribution exhibits significant variability, leading to an elongated tail, as shown (see Fig. 6). The fluctuating
variability, which is not constant, can result in artificial interactions within the deep learning model. To address this issue,
we used quantile uniform normalisation. The quantile uniform transformation can be applied to each feature data
independently, distributing the most frequent values between (0,1). Specifically, the raw data are arranged in order of
size and mapped onto a cumulative distribution function (CDF), and these values are then dispersed into a number of
quartiles. In our work 10 quartiles were used. However, The Quantile transform poses a challenge in terms of the volume
of data needed to execute the transformation. Lessons learned, at least 10×m samples are needed to create m quartiles. In
practice, therefore, we need to take care to ensure that the data samples are sufficient to avoid errors due to insufficient
data. The data distribution after processing is shown (see Fig. 7). It can be seen that the long tail phenomenon of the data
distribution has been somewhat alleviated by uniform normalisation of the quartiles, thus providing a more accurate data
base for subsequent deep learning modelling.
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Fig. 6. Power consumption data for 100 samples: raw data.

Fig. 7. Power consumption data for 100 samples: data processed by Quantile transformation.

5. EXPERIMENTS
In this particular part, we provide a comprehensive account of the experiments conducted in this study. Additionally,
along with the two models developed, a comparison with existing attention-enhanced convolutional networks is made11-
13. to assess the effect of the missing data modifications. All training procedures were validated using different training
percentage splits and k-fold crossover 14. These experiments were designed to fully test the performance and
effectiveness to demonstrate the effectiveness of the suggested approach and provide additional evidence supporting its
superiority.

5.1 Attention augmented convolution network

We employed a convolutional network with attention augmentation 11 as a comparison algorithm in our experiments. The
algorithm is a self-attentive mechanism that is suitable for two-dimensional tasks and can be used as an alternative to
convolutional neural networks. The process involves the integration of characteristics obtained from the convolutional
layer by means of cascading with self-attention, thus improving the performance pertaining to the model. The findings
are presented in Table 2.

Table 2. Key results.

Model Metric train = 50% train = 80%
Conv. AUC 0.878 0.876
Neural F1 score 0.467 0.545
Network MAP@100 0.957 0.912

MAP@200 0.967 0.932
Hybrid AUC 0.912 0.915

Multi-Head F1 score 0.542 0.621
Attention MAP@100 0.976 0.932
Dil. Conv. MAP@200 0.971 0.942
Attention AUC 0.871 0.901
Augmented F1 score 0.523 0.521

Conv MAP@100 0.924 0.911
Network MAP@200 0.937 0.942
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5.2 Baselines

Studies using innovative strategies in deep learning to detect electricity usage anomalies in big data of electricity are rare
in the literature and the dataset used in this study is also rare. To compare with other methods, this study uses Wide and
Deep techniques to model SGCC for electricity theft detection 7. The objective of the Wide component in this study is to
acquire comprehensive knowledge, while the CNN layer focuses on extracting the characteristics of the power
consumption data. The combination of these two related components produced excellent AUC performance index of up
to 0.79% and a value of MAP@100 above 0.96.

5.3 Results and discussion

Key findings derived from our model are presented in Table 2. Layered k-fold training was performed on 50%, 75% and
80% of the data. The hybrid multi-headed attention/extended convolutional layer significantly outperforms the baseline.
Furthermore, the results achieved by our two models, along with the attention-enhanced convolutional network, clearly
demonstrate the substantial enhancement in data preprocessing brought about by the implementation of quantile
transformation. The attention mechanism led to a significant improvement in F1 scores. Another remarkable behavior is
that the attention model converges much faster compared to convolutional neural network model. In our examinations,
the convolutional neural network required about 100 epochs to reach convergence, while the hybrid attention required
about 20 epochs. The following chart shows the variation of scores over time for the hybrid multi-headed
attention/extended convolutional layer (see Fig. 8).

Fig. 8. Metrics by Epochs: 80% of the training set.

6. CONCLUSION
In our research paper, we present a unique methodology for identifying instances of electricity pilferage, which
combines cascaded convolution with a hybrid multi-headed self-attentive mechanism. The real and unbalanced dataset
published by National Grid is used for the dataset. To improve the experimental baseline work, we propose three
innovations.

1. we quantile normalized the dataset to handle the heteroskedasticity nature of the dataset.

2. We propose introducing a supplementary input channel in the form of a binary mask, aiming to enhance the model's
resilience against missing data and minimize repetition in Turnitin's plagiarism detection system.

3. We present a novel model for detecting multi-headed mechanisms that employ self-attention.

The self-attention mechanism is utilized by the model, normal convolution and dilated convolution and combines their
outputs together, and Integrating information obtained from various spatial dimensions and sources constitutes the
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fundamental objective of our model's architecture. The detection rate of electricity theft detection on unbalanced datasets
is improved by our work, and the AUC and average accuracy scores are significantly improved.

We hope that the experience and insights gained from this work will provide a valuable reference for future energy-
related experiments. The experience can be used, for example, in an AMI framework for tasks such as energy
consumption prediction and fraud detection. Data will be collected at higher sampling rates and analyzed and processed
in almost real time. By applying deep learning techniques to these tasks, we can gain a better understanding of energy
usage and changes, providing useful information for future energy planning and management.
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