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Abstract. In recent years, deep learning has become prevalent to solve applications from multi-
ple domains. Convolutional neural networks (CNNs) particularly have demonstrated state-of-
the-art performance for the task of image classification. However, the decisions made by these
networks are not transparent and cannot be directly interpreted by a human. Several approaches
have been proposed to explain the reasoning behind a prediction made by a network. We propose
a topology of grouping these methods based on their assumptions and implementations. We
focus primarily on white box methods that leverage the information of the internal architecture
of a network to explain its decision. Given the task of image classification and a trained CNN,
our work aims to provide a comprehensive and detailed overview of a set of methods that can be
used to create explanation maps for a particular image, which assign an importance score to each
pixel of the image based on its contribution to the decision of the network. We also propose a
further classification of the white box methods based on their implementations to enable better
comparisons and help researchers find methods best suited for different scenarios. © 2021 SPIE
and IS&T [DOI: 10.1117/1.JEI.30.5.050901]
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1 Introduction

Deep learning approaches, which are a part of methods we call today artificial intelligence (AI),
have become indispensable for a wide range of applications requiring analysis and understanding
of a large amount of data. They can produce promising results that outperform human capabil-
ities in various decision tasks relating to visual content classification and understanding such as
face detection,1 object detection and segmentation,2 image denoising,3 video-based tasks such as
sports action recognition4 and saliency detection,5 and among others. The success of deep learn-
ing-based systems in these tasks have also paved the way for their applications to be developed
for a variety of medical diagnosis tasks such as cancer detection6 and Alzhiemer’s disease
detection7 on different imaging modalities just to name a few. Along with the usefulness of these
tools, the trustfulness and reliability of such systems are also being questioned.

Though the results of deep learning models have been exemplary, they are not perfect, can
produce errors, are sensitive to noise in data, and often lack the transparency to have verifiability
of the decisions that they make. A specific example is related to the visual task of object clas-
sification from an image. The study by Ribeiro et al.8 showed that the trained network that per-
formed supervised image classification used the presence of snow as the distinguishing feature
between the “wolf” and “husky” named classes present in the dataset. Such limitations raise
ethical and reliability concerns that need to be addressed before such systems can be deployed
and adopted on a wider scale. The objective of explainable AI/deep learning is to design and
develop methods that can be used to understand how these systems produce their decisions.

The behavior described in the case of the wolf/husky classification has been termed as the
problem of a trained classifier behaving like a “Clever Hans” predictor.9 Explanation methods
aid in the unmasking of such spurious correlations and biases in the model or data and also in
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understanding of the failure cases of the system. If we can comprehend the reasoning behind the
decision of a model, it could also help in uncovering associations that had been previously unob-
served, which could aid in furthering the future research trends. It is important to mention that
explainability focuses on the attribution of the output based on the input. It does not deal with
answering the causality of the features or factors that have led to a decision that has been taken.
That is, the explainers are only correlation-based (input–output) and do not make causal
inferences.

This study focuses on the task of supervised image classification using specific deep neural
network (DNN) architectures, i.e., convolutional neural networks (CNNs). CNNs have become
one of the most successful architectures concerning AI tasks relating to images. Hence, the meth-
ods presented in the subsequent sections are focused on finding the relation between the pre-
dicted output classes and the input features that are the pixels of the image. We specifically focus
on white-box methods, which we found quite promising.10 We also give our viewpoint on the
topology of the different explanation methods that have been developed up to now. We present
the detailed problem definition in Sec. 3. The following sections present the different explanation
methods in detail. In Sec. 7, we discuss different ways of evaluation of explainers and present the
comparison of several of them used for the explanation of a well-known VGG-16 CNN11 for an
image classification task. To facilitate reading of this survey, we present this paper organization
in Fig. 1.

2 Topology of Explanation Methods for Image Classification Tasks

Samek et al.12 presented recent trends in the research in explainable AI and some of the direc-
tions for future explorations. They have presented a topology for the various explanation meth-
ods such as meta-explainers, surrogate/sampling-based, occlusion–based, and propagation-
based to name a few. However, with the addition of newer methods and their adaptations to
different types of neural networks and datasets, we propose to update the topology based on
the domain to which the methods are applied and their inherent design. Comparing recent stud-
ies, two major types of explanation methods exist, (i) black-box methods and (ii) white box
methods. In this review, for both cases, we mainly focus on the explanations of decisions of
trained DNN classifiers. This means that for each sample of the data the methods, we explain
the decision of the network. This is why they are called “sample-based” methods.13 In the
following, we will briefly explain the “black box” methods and focus on “white box” methods
in image classification tasks.

2.1 Black Box Methods

Black box refers to an opaque system. The internal functioning of the model is kept hidden or is
not accessible to the user. Only the input and the output of the system are accessible and such
methods are termed as black box methods as they are model agnostic.

There are multiple ways to examine what a black-box model has learned.14 A prominent
group of methods is focused on explaining the model as a whole by approximating the
black-box model like the neural networks with an inherently interpretable model. One such
example is the use of decision trees.15 Decision trees are human-interpretable as the output
is based on a sequence of decisions starting from the input data. To approximate a black-box
trained network, Frosst and Hinton16 have used multiple input–output pairs generated by the
network to train a soft decision tree that could mimic the network’s behavior. Each node makes
a binary decision and learns a filter w and a bias b term, and the probability of the right branch of
the tree being selected is given by Eq. (1), where the function σðxÞ ¼ 1∕1þ e−x is the sigmoid
logistic function, x is the input, and i is the current node:

EQ-TARGET;temp:intralink-;e001;116;128piðxÞ ¼ σðxwi þ biÞ: (1)

The leaf nodes learn a simple distribution Q for the different k classes present in the dataset.
This method can be qualified as a dataset-based explanation, as the decision tree is built for the
whole dataset of pairs input–output.
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Sample-based black-box methods deal with explaining a particular output of the model.
These methods are not focused on understanding the internal logic of the model for all the classes
on a whole but are restricted to explaining the prediction for a single input. The local interpret-
able model-agnostic explanations8 method is one such approach that derives explanations for
individual predictions. It generates multiple perturbed samples of the same input data and the
corresponding outputs from the black box and trains an inherently interpretable model like a
decision tree or a linear regressor on this combination to provide explanations.

Taking into account human understanding of visual scenes, such as attraction by meaningful
objects in visual understanding tasks, for image classification tasks the regions of the image
where the objects are present should have a higher contribution to the prediction. Based on this
logic, some methods attempt to occlude different parts of the image iteratively using a sliding
window mask.17 Figure 2 illustrates how the gray-valued window is used for occluding different
parts of the images by sliding it across the image. By observing the change in the prediction of
the classifier when different regions are hidden, the importance of regions for the final decision is
calculated.

Fig. 1 Organization of this paper.
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Fong and Vedaldi19 also built the explanations on which region contributes to the DNN deci-
sion the most by masking. Instead of using a constant gray-value mask, they formulated the
explanation as a search for the minimal mask, which changes the classification score for the
given image the most. The mask applies a meaningful transformation, which models image
acquisition process like blurring. They found the mask by minimizing the expectation of output
classification score of the network on the image perturbed using the blurred mask. Instead of
using a single mask to perform the search, they apply the perturbation mask stochastically to the
image. Also L1 and total variation regularization are used to ensure that the final mask deletes the
smallest subset of the image and has a regular structure.

Nevertheless, these methods only aid in identifying if the network is predicting based on a
non-intuitive region in the image. The explanations are not useful to identify which layers or
filters in a DNN classifier cause these wrong correlations between the input image regions and
the prediction. Thus they cannot be used to improve the network performance. Hence, the white
box methods, which allow for analyzing internal layers of the network, are more interesting.

2.2 White Box Methods

The term “white box” implies a clear box that symbolizes the ability to see into the inner work-
ings of the model, i.e., its architecture and the parameters. Due to the extensive research in
DNNs, they are not unknown architectures anymore and studies like Yosinski et al.20 showed
the types of features that are learnt at the different layers in a DNN. Therefore, multiple methods
aim to exploit the available knowledge of the network itself to create a better understanding of
the prediction and the internal logic of the network thus allowing for further optimization of the
architecture and hyperparameters of the model.

In this overview, we propose to deal with the specific case of DNN classifiers such as CNNs.
There has been an abundance in the methods proposed to explain the decisions of the CNNs and
we need to have a systematic way to compare and understand how they provide the explanations.
To do that we propose the following taxonomy for existing “white-box” methods based on their
approach used for generating explanations: (i) methods based on linearization of the deep-CNN,
(ii) methods based on network structure, and (iii) methods based on adversarial approach. Due to
the exploding research in the field, we do not claim to be complete in our taxonomy but believe
to have addressed the main trends. The main idea is to have a compact grouping of the different
methods so that they can be studied based on the similarity of their approach while also pre-
senting a new group for a method that has a very different approach when compared to others,
e.g., the adversarial methods. We present in detail the common characteristics of the methods
grouped into a category in further sections.

3 Problem Definition

This section provides the basic terminology and the definitions required to understand the type of
network that we will be focusing on, the notations used and how the results are to be visualized.

3.1 Network Definition

The problem under consideration is the image classification task. To define the task, first con-
sider a CNN. A simple AlexNet-like21 CNN is illustrated in Fig. 3. The network consists of a

Fig. 2 Gray-value sliding window used to occlude to different parts of the image. Image taken from
ImageNet.18
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series of convolutional layers, a non-linear activation layer, and a pooling layer that form the
convolution (conv) block as illustrated by Fig. 4. The conv blocks are followed by fully con-
nected (FC) layers that are simple feed-forward neural networks.22 The rectified linear unit
(ReLU) activation shown in Eq. (2) and max pooling are the most commonly used while building
CNN classifiers.23 The last layer of the network has the same dimension as the number of classes
in the problem, in the example in Fig. 3, it is 10 implying there are 10 categories of objects to
recognize:

EQ-TARGET;temp:intralink-;e002;116;301ReLUðtÞ ¼ maxð0; tÞ: (2)

3.2 Notations

Consider a CNN that takes as input an image x of size N × N expressed as x ¼ ½x11; : : : ; xNN � ∈
RN×N and the output of the classification is a C-dimensional vector SðxÞ ¼ ½S1ðxÞ;
: : : ; SCðxÞ� ∈ RC. Here C represents the number of classes and the image x represents the input
features for the network. The scores ScðxÞ would be the output classification score for the image
x for the class c. The network thus models a mapping f∶RN×N → RC. The output score vector is
usually normalized to approximate the probability, thus RC is restricted to the [0, 1] interval and
the score’s vector SðxÞ sums to 1. The problem of explanations consists in assigning, to each
pixel xij; i ¼ 1; : : : ; N; j ¼ 1; : : : ; N, a relevance score Rc

ij ∈ ½0;1� with respect to its contribu-

tion to the output ScðxÞ. Otherwise to produce a relevance score map Rc ¼ ½Rc
11; : : : ; R

c
NN � ∈ RN

for each of the pixels and/or features of internal convolutions layers of the network to the output
ScðxÞ where the class c can either be the correct label class or a different class where it can be
used to analyze the cause for that classification.

To “explain” pixel importance to the user, a visualization of the scores in Rc is usually per-
formed by computing “saliency/heat maps” and superimposing them on the original image.

Fig. 3 Architecture of a standard CNN: convolutional layers with non-linear activations, pooling
layers, and a perceptron at the end for classification.

Fig. 4 Structure of a convolution block as proposed by Goodfellow et al.22
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3.3 Saliency/Heat Maps

A saliency/heat map is the visualization of the relevance score map Rc with color look-up-tables
(LUTs) mapping [0, 1] onto a color scale from blue to red as illustrated by Fig. 5. This form of
visualizations is necessary for the user to understand and glean insights from the results of the
explanation methods. In the current illustration, we have used the “jet” color map that has a linear
transition from the maximum value mapping to red, the middle to yellow-green color, and the
lowest to blue. Other LUTs can also be used for the visualization of the heat maps, but we have
chosen “jet” as it is one of the more popular color maps and is intuitively understandable for a
human observer.

Given this kind of network classifier and problem formulation, several methods have been
proposed that can be employed for the visualization of relevance score maps given a particu-
lar image.

4 Methods Based on Linearization of the Deep-CNN

A (convolutional) neural network is a non-linear classifier. It can be defined as a mapping fðxÞ
from the input (feature space) X to the output score space S. The methods based on the lineari-
zation of a CNN produce explanations approximating the non-linear mapping fðxÞ. One of the
commonly used approximations is the linear approximation:

EQ-TARGET;temp:intralink-;e003;116;339ScðxÞ ≈ wTxþ b; (3)

where w are the weights, x is the input, and b is the bias related to the network. Different methods
employ different ways to calculate the weight and bias parameters of the network approximation
and thus produce different explanations.

Methods grouped under this category primarily deal with the calculation of gradients of the
network or are equivalent in order to perform the linear approximation of the network. They
differ in the layers at which the gradients are computed for example gradient backpropagation
does it at the input layer, whereas Grad-CAM does it at the last convolution layer. The following
section presents some of these methods with their intuitions and implementation details.

4.1 Deconvolution Network-Based Method

The deconvolution network (DeconvNet) proposed by Zeiler and Fergus17 was a network that
reversed the mapping of a CNN. It builds a mapping of the output score Sc to the space of the
input pixels xij. It does not require retraining and directly uses the learned filters of the CNN.
Starting with the input image x, a full forward pass through the CNN is done to compute the
feature activation throughout the layers. To visualize the features of a particular layer, the cor-
responding feature maps from the CNN layer are passed onto the DeconvNet. In the DeconvNet,
the three steps: (i) unpooling (ii) rectification, and (iii) filtering are done at each layer iteratively
till we reach the input features layer.

Fig. 5 A saliency map visualization for the sample image. Sample image taken from ImageNet
dataset.18
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• Unpooling. Max pooling operation in a CNN is non-invertible. Hence to reverse this, dur-
ing the forward pass in the network, at each layer, the maxima locations are saved to a
matrix called the “max location switches.” During the unpooling, the values from the pre-
vious layers are mapped to only the locations of maxima and the rest of the positions have a
0 assigned to them.

• Rectification. After applying the unpooling, an ReLU function [Eq. (2)] is applied onto the
matrix to ensure that only positive influences on the output are backpropagated.

• Filtering. This operation is the inverse operation to the convolution in the forward pass. To
achieve this, the DeconvNet convolves the rectified maps with the vertically and horizon-
tally flipped version of the filter that has been learned by that layer in the CNN. The authors
show that filters thus defined from learnt CNN filters are the deconvolution filters. We
show the mathematical derivation of this in Appendix A.

Performing these operations iteratively from the layer of our choice to the input pixel layer
helps to reconstruct the features from the layer that correspond to different regions in the input
image x. The importance of pixels is then expressed with a heat map.

4.2 Gradient Backpropagation

The gradient backpropagation method24 was proposed to explain prediction of a model based on
its locally evaluated gradient. The local gradient of the output classification score Sc with respect
to the input x at a particular image x0 is used to calculate the weights parameter w from Eq. (3).
This means that the linear approximation of the non-linear mapping fðxÞ is formulated as a
Taylor first-order expansion of fðxÞ in the vicinity of a particular image x0 and b ¼ fðx0Þ.
The weight parameters are thus calculated as in the following equation:

EQ-TARGET;temp:intralink-;e004;116;436w ¼ ∂Sc
∂x

jx0 : (4)

The partial derivative of the output classification score with respect to the input corresponds
to the gradient calculation for a single-backpropagation pass for a particular input image x. It is
equivalent to the backpropagation step that is performed during training, which usually corre-
sponds to a batch of images. For this method, the notation of gradient at x0 is to show that the
backpropagation is for just one image. Also during the training of a CNN, the backpropagation
step stops at the second layer of the network for efficiency as the aim is not to change the input
values. But with this method, the backpropagation is performed till the input layer to inspect
which pixels affect the output the most.

The final heat map relevance scores Rij for a particular pixel i; j in the input 2D image are
calculated as shown in Eq. (5) in the case of a gray-scale image:

EQ-TARGET;temp:intralink-;e005;116;273Rij ¼
���� ∂
∂xij

Sc

����: (5)

For an RGB image, the final map is calculated as the maximum weight of that pixel from
the weights matrices from each of the three channels as shown in Eq. (6), where k corresponds to
the different channels in the image:

EQ-TARGET;temp:intralink-;e006;116;190Rij ¼ max
k

jwði; j; kÞj: (6)

Also these gradients can be used for performing a type of sensitivity analysis. The magnitude
of the derivatives that have been calculated could be interpreted to indicate the input pixels to
which the output classification is the most sensitive. A strong gradient magnitude value would
correspond to the pixels that need to be changed the least to affect the final class score the most.

Simonyan et al.24 also showed that the gradient backpropagation is a generalization of
DeconvNet (Sec. 4.1). Indeed, this can be shown by comparing the three operations that
DeconvNet performs with the gradient calculation.
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• Unpooling. During basic backpropagation at a max-pooling layer, the gradients are back-
propagated to only those positions that had the max values during the forward pass. This is
exactly the same operation that is achieved by the use of the max location switches matrix
in the DeconvNet (see Sec. 4.1).

• Rectification. For a CNN with the output of a convolution layer n as Y, the application
of the ReLU activation is performed as Ynþ1 ¼ maxðYn; 0Þ, where Ynþ1 then is the input
for the next layer in the network. During the gradient backpropagation, the rectification
applied on the gradient map is based on the input, i.e., on those position where Yn > 0.
Whereas, in the DeconvNet, the rectification is applied on the unpooled maps and hence
corresponds to the condition of Ynþ1 > 0. Figures 6(b) and 6(c) show the changes in the
calculation of the two matrices based on this difference in the operations.

• Filtering. As shown in Appendix A, the vertical and horizontally flipped filter that is used
during the filtering step in the DeconvNet corresponds to the gradient calculation of the
convolution with respect to the input x. This is the same step as the gradient backpropa-
gation method performs and hence this step is equivalent for the two methods.

Except for the rectification step, the two methods are equivalent in their calculations and
therefore, the gradient backpropagation method can be seen as a generalization of the
DeconvNet.

4.3 Guided Backpropagation

Computing a saliency map based on gradients gives an idea of the various input features (pixels)
that have contributed to the neuron responses in the output layer of the network. The primary
idea proposed by Springenberg et al.25 is to prevent the backpropagation of negative gradients
found in the deconvolution approach as they decrease the activation of the higher layer unit we
aim to visualize. This is achieved by combining the rectification operation performed by the
DeconvNet and the gradient backpropagation. As shown in Fig. 6(d), guided backpropagation
proposes to restrict the flow of the gradients that have a negative value during backpropagation
and also those values that had a negative value during the forward pass. This nullification of
negative gradient values is called the “guidance.” Using the guidance step results in sharper
visualizations for the descriptive regions in the input image.25 Figure 7 shows the heat maps
generated by the gradient backpropagation and guided backpropagation methods for the network
trained on ResNet34 architecture.27 It can be seen that the guidance steps result in reducing the
number of pixels that have a higher importance score and hence produce slightly sharper
visualization.

Fig. 6 The ReLU operation during (a) forward pass, (b) backpropagation, (c) backpropagation
with DeconvNet, and (d) guided backpropagation.
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4.4 Integrated Gradients

Sundararajan et al.28 proposed to calculate the saliency map as an integration of the gradients for
a set of images that are created from the transformation of a baseline image x 0 to the input image
x. They propose the baseline as a black image, then the series of images is produced by a linear
transformation xðαÞ ¼ x 0 þ α × ðx − x 0Þ. Thus if we denote by xi the value of i-feature in our x,
then Eq. (7) shows the calculation of the integrated gradients for the network with output clas-
sification for a class c as ScðxÞ. This forms the map of relevance scores Rc with a corresponding
score for each input pixel xi:

EQ-TARGET;temp:intralink-;e007;116;490Rc
i ¼ ðxi − x 0

i Þ ×
Z

1

α¼0

∂Scðx 0 þ α × ðx − x 0Þ
∂xi

dα: (7)

The parameter α varies in [0, 1] and the term within the partial derivative would go from the
baseline image to the final input as we integrate over α as shown in Fig. 8. In practice, the integral
is approximated by a summation over a fixed number of samples, i.e., Riemann approximation.

The authors observed that if there were slight changes in the pixel value of the image x such
that visually the image did not appear to have changed, the gradients calculated by the gradient
backpropagation methods showed large fluctuations in their values. For a small amount of noise
present in the image, the visualization with gradient backpropagation was different to that of the
original image. In the integrated gradients method, an averaging is performed over a sample of
images and so the final relevance maps would be less sensitive to these fluctuating gradient
values when compared with the other gradient-based methods.

4.5 SmoothGrad

An alternative method to circumvent the issue of noisy saliency maps called the SmoothGrad
was proposed by Smilkov et al.29 The idea of this method is to have a smoother map with sharper
visualizations by averaging over multiple noisy maps. To achieve this, the authors propose to add
a small noise sampled from Gaussian distributionN ð0; σ2Þ, where σ is the standard deviation, to
the input image x for each color channel. Thus they create n samples of the input image with a
small amount of noise added to its pixels. The relevance score maps are calculated for each of
these images and the average of these n generated maps gives the final relevance score map for
the image x as shown in Eq. (8). SmoothGrad is not a standalone method rather it can be used as

Fig. 7 Samples showing the saliency maps for the (a) sample image, (b) gradient backpropaga-
tion, and (c) guided backpropagation methods. Sample taken from MexCulture Architectural
Styles dataset.26

Fig. 8 Transformation of the baseline image for integrated gradients for 7 values of α ¼ ½0;1�.
Image has been taken from ImageNet database.18
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an extension to other gradient-based methods to reduce the visual noise of the saliency maps. The
authors observe that adding about 10% to 20% noise to sampled images produced sharper maps.
The parameter σ was chosen such that σ∕xmax − xmin was in the range of [0.1, 0.2]. Here xmax and
xmin refer to the maximum and minimum values of the pixels of the image:

EQ-TARGET;temp:intralink-;e008;116;687xi ¼ xþN ð0; σ2Þ; R̂cðxÞ ¼ 1

n

Xn
i¼1

RcðxiÞ: (8)

4.6 Gradient-Class Activation Mapping

Gradient class activation mapping (Grad-CAM)30 is a post hoc explanation via visualization of
class discriminative activations for a network. Similar to gradient-based methods, Grad-CAM
leverages the structure of the CNN to produce a heat map of the pixels from the input image that
contribute to the prediction of a particular class.

A key observation that Grad-CAM relies on is that the deeper convolutional layers of a CNN
act as high-level feature extractors.31 So the feature maps of the last convolution layer of the
network would contain the structural spatial information of objects in the image. Therefore,
instead of propagating the gradient till the input layer like other gradient-based methods,
Grad-CAM propagates the value from the output till the last convolutional layer of the network.

The features maps from the last convolution layer cannot be used directly as they would
contain information regarding all the classes present in the dataset. Assuming that the last con-
volution layer of the network has k feature maps named A1; A2; : : : ; Ak, the Grad-CAM method
proposed to determine an importance value for each of the k maps to the class c predicted by the
network. This value is calculated as the global average pooling of the gradient of the classifi-
cation score ScðxÞ with respect to the activation values Ak for that feature map. As shown in
Eq. (9), αck is the importance value for the feature map k and there are k such weights that are
computed:

EQ-TARGET;temp:intralink-;e009;116;410αck ¼
1

Z

X
i

X
j

∂ScðxÞ
∂Ak

ij

; (9)

Here Z ¼ h × w, where h and w correspond to the height and width dimension of each fea-
ture map.

The αck weights are then used to weight each feature in the k feature maps, the latter are then
averaged. This gives us the relevance score map Rc, and an ReLU (rectification) function is
applied over this map [see Eq. (10)] to nullify the features that are negative and retain only
those values that have a positive influence. At this stage, the relevance map Rc is a 2D map
with the same spatial dimension as the feature maps of the last convolution layer. To have a
correspondence to the input image x, Rc is upsampled to the spatial dimension of x using inter-
polation methods and scaled to the interval of ½0;1� to visualize the final heat map:

EQ-TARGET;temp:intralink-;e010;116;252Rc ¼ ReLUð
X
k

αckA
kÞ: (10)

Grad-CAM is the generalization of previously proposed by Zhou et al.32 CAM method,
which requires squeezing of the feature maps of the last conv layer by average pooling to form
the input of the FC layer in the network. Grad-CAM on the contrary can be applied to all the
architectures of deep CNNs.

4.6.1 Guided Grad-CAM

The heat maps produced by Grad-CAM are coarse, unlike the other gradient-based methods.30

As the feature map of the last convolutional layer has a smaller resolution compared to the input
image x, Grad-CAM maps do not have fine-grained details that are generally seen in other gra-
dient-based methods. To refine the maps, a variant of the method called the guided Grad-CAM
has been proposed, which is a combination of the Grad-CAM and the guided backpropagation
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method by doing an element-wise multiplication of the two maps. The heat map that is obtained
by this operation has been observed to have a higher resolution.30 We illustrate maps obtained by
Grad-CAM and guided Grad-CAM in Fig. 9.

5 Methods Based on Network Structure

This category of methods integrates the architecture of the network while explaining the output.
Starting from an output neuron, they employ different local redistribution rules to propagate the
prediction to the input layer to obtain the relevance score maps. Unlike the previous category,
these methods do not compute gradients in the network. In this section, we present the details
of them.

5.1 Layer-Wise Relevance Propagation

Layer-wise relevance propagation (LRP) is an explanation method proposed by Bach et al.33 that
explains the decision of a network for a particular image by redistributing the classification score
Sc for a class c backward through the network. The method does not use gradient calculations but
defines the activation of the output neuron (either the predicted class or another class that is being
considered) as the relevance value and a set of local rules for the redistribution of this relevance
score backward till the input, layer by layer. The first rule that they propose is that of “relevance
conservation.” Let the neurons in the different layers of the network be denoted by ν; ξ; o etc. and
ScðxÞ the classification score for the input image x regarding the class c. Then according to the
relevance conservation rule, the sum of the relevance scores of all the neurons in each layer is a
constant and equals ScðxÞ as shown in the following equation:

EQ-TARGET;temp:intralink-;e011;116;313

X
ν

Rν ¼ : : : ¼
X
ξ

Rξ ¼
X
o

Ro ¼ : : : ¼ ScðxÞ: (11)

Let l and lþ 1 be two consecutive layers in the network and i, j denote the neurons belong-
ing to these layers, respectively. The relevance of the neuron j based on ScðxÞ can be written as
Rc
j . If neuron i is connected to neuron j then it is assigned a relevance value of Rc

j weighted by
the activation of the neuron ai and the weight of the connection between the two neurons wij.
Similarly, neuron i receives a relevance value from all the neurons that it is connected to in the
next layer ðlþ 1Þ. The sum of all the relevance contributions that the neuron receives from the
neurons it was connected to in the next layer is the final relevance value Rc

i that is assigned to the
neuron as shown in Eq. (12). The denominator term in Eq. (12) is the normalization value that is
used to ensure relevance conservation rule Eq. (11). This rule is termed as the LRP-0 rule:34

EQ-TARGET;temp:intralink-;e012;116;158Rc
i ¼

X
j

aiwijP
0;q
aqwqj

Rc
j : (12)

In this equation, the summation
P

0;qaiwqj is done for all the neurons in the lower layer
q ¼ 0; : : : ; Ql including the bias neuron in the network. The activation of the bias neuron is
considered as a0 ¼ 1 and the weight of the connection is denoted as w0j. For the relevance

Fig. 9 Samples showing the saliency maps for the (a) sample image, (b) Grad-CAM, and
(c) guided Grad-CAM methods. Image taken from MexCulture Architectural Styles dataset.26
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propagation, the bias neuron is considered only for this term and is not considered elsewhere.
Note that the authors propose these rules only for the specific case of rectifier networks, i.e., for
networks with ReLU as the non-linearity. The relevance of the output neuron is considered as its
activation taken before the Softmax layer.

Similarly, there exist a few other rules that improve on the LRP-0 rule for the propagation of
relevance as presented in the following list.

• Epsilon rule (LRP-ε). To improve the stability of the LRP-0 rule, a small positive term ε is
added to the denominator as shown in Eq. (13). The ε term also reduces the flow of the
relevance if the activation of the neuron is very small or there is a weak connection between
the two neurons. If the value of ε is increased, then it aids in ensuring only the stronger
connections receive the redistributed relevance:34

EQ-TARGET;temp:intralink-;e013;116;596Rc
i ¼

X
j

aiwijP
0;q
aqwqj þ ε

Rc
j : (13)

• LRP- γ. The parameter γ was introduced to improve the contributions of the connections
that had a positive weight (wþ

ij) as shown in Eq. (15). The function ðfÞþ ¼ maxð0; fÞ and
so the neurons with a positive weight connection receive a higher relevance score during
propagation:

EQ-TARGET;temp:intralink-;e014;116;494Rc
i ¼

X
j

ai · ðwij þ γwþ
ijÞP

0;q
aq · ðwqj þ γwþ

qjÞ
Rc
j : (14)

• LRP αβ rule. Two parameters α and β are used to control separately the positive and
negative contributions to the relevance propagation. The function ðfÞþ ¼ maxð0; fÞ and
ðfÞ− ¼ minð0; fÞ and the parameters are constrained under the rule of α ¼ β þ 1:

EQ-TARGET;temp:intralink-;e015;116;399Rc
i ¼

X
j

ðα ðaiwijÞþP
0;q
ðaqwqjÞþ

− β
ðaiwijÞ−P

0;q
ðaqwqjÞ−

ÞRc
j : (15)

5.1.1 LRP as deep Taylor decomposition

Montavon et al.35 proposed a framework to connect a rule-based method like LRP and the Taylor
decomposition method as a way to theoretically explain the choice of the relevance propagation
rules.33 They proposed a method called the deep Taylor decomposition (DTD), which treats LRP
as consecutive Taylor expansions applied locally at each layer and neuron. The main idea that
DTD uses is that a deep network can be written as a set of subfunctions that relate the neurons of
two consecutive layers. Instead of treating the whole network as a function f, DTD expresses
LRP as a series of mapping of neurons i at a layer l to the relevance Rj of the neuron j in
layer lþ 1.

The Taylor expansion of the relevance score Rj can be expressed as function of the activa-
tions ai at some “root” point ã in the space of the activations as shown in the following equation:

EQ-TARGET;temp:intralink-;e016;116;197RjðaÞ ¼ RjðãÞ þ
X
0;i

ðai − ãiÞ½∇RjðãÞ�i þ : : : (16)

The first-order term in this expansion can be used to determine how much of the relevance Rj

is redistributed to the neurons in the lower layer. The main challenge in the computation of the
Taylor expansion, in this case, is that of finding the appropriate root point ã and computes the
local gradients.

To compute the function RjðaÞ, the authors propose to substitute it with a relevance model
that is simpler to analyze. From the relevance propagation rules of LRP (Sec. 5.1), it can be seen
that the relevance score of a neuron can be written as function of its activations as Ri ¼ ai · ri,
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where ri in the case of the LRP-0 rule [Eq. (12)] can be written as ri ¼
P

i
wijP
0;i
aiwij

Rj. As the

LRP rules are described for deep rectifier networks, the relevance function RjðaÞ is expressed
based on the ReLU activation as

EQ-TARGET;temp:intralink-;e017;116;691RjðaÞ ¼ maxð0;
X
0;i

aiwijÞ · rj: (17)

A Taylor expansion of this function gives

EQ-TARGET;temp:intralink-;e018;116;635RjðaÞ ¼ RjðãÞ þ
X
0;i

ðai − ãiÞ · wijrj: (18)

Due to the linearity of the ReLU function on the domain of positive activations, the higher
order terms in the expansion are zero. The choice of the root point would ensure that the zero-
order terms can be made small. The first-order term computation is fairly straightforward and
would identify how much of the relevance value Rj should be redistributed to the neurons of
the lower layer. Different LRP rules that have been presented previously can be derived from
Eq. (18) based on the choice of the reference point ã. For instance, LRP-0 rule shown in
Eq. (12) can be derived by choosing ã ¼ 0 and LRP-ε as shown in Eq. (13) by choosing
ã ¼ ε · ðaj þ εÞ−1.

5.2 Deep Learning Important Features

The primary idea of DeepLIFT, a method proposed by Shrikumar et al.,36 is similar to the LRP
method explained in Sec. 5.1. The major difference between the two methods is that DeepLIFT
establishes the importance of neurons in each layer in terms of the difference of their response to
that of a “reference state.” The reference state is either a default image or is an image chosen
based on domain-specific knowledge. This reference could be an image that has the specific
property against whose differences in the explanations are meant to be calculated. For example,
it could be a black image in the case of the MNIST dataset as the backgrounds of the images in
that dataset are all black. DeepLIFT aims to explain the difference in the output produced by the
input image and the output of the reference state based on the difference between the input image
and the chosen reference image.

For the output classification score Sc of the input image x and the output score of reference
state as S0c, the difference term ΔSc is defined as Sc − S0c. For the neurons y1; : : : ; yi; : : : ; yn
belonging to a layer, the relevance is denoted by RΔyi;ΔSc. Δyi denotes the difference between
the activations of the neuron yi for the input image and the reference state. Similar to the LRP
method, DeepLIFT has the “summation to delta” rule where the summation of the relevance of
neurons at each is constant and equal to ΔSc as shown in the following equation:

EQ-TARGET;temp:intralink-;e019;116;262

Xn
i¼1

RΔyi;ΔSc ¼ ΔSc: (19)

In order to explain the propagation rules, the authors define the term multiplier: mΔyΔSc ,
which is defined as the contribution RΔy;ΔSc of the difference in the reference and input image
activations Δy to the difference in the output prediction ΔSc divided by Δy as shown in the
following equation:

EQ-TARGET;temp:intralink-;e020;116;162mΔyΔSc ¼
RΔyΔSc
Δy

: (20)

The multiplier is a term that is similar to a partial derivative but defined over finite
differences.36 They also define the “chain rule for multipliers” similar to the chain rule used
with derivatives as shown in Eq. (21), where zj denotes the neurons in intermediate layers
between the neurons y and the output Sc:
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EQ-TARGET;temp:intralink-;e021;116;735mΔyiΔSc ¼
X
j

mΔyiΔzjmΔzjΔSc : (21)

Similar to LRP, the authors also separate the relevance values into two terms: positive and
negative as they can then be treated differently if required. For each neuron y, the two terms Δyþ
andΔy− are the positive and negative components, respectively. These components can be found
by grouping the positive and negative terms that contribute to the calculation of Δy. Based on
this idea, the difference in the neuron activations of the input image and the reference state, and
the relevance contribution can be written as shown in the following equation:

EQ-TARGET;temp:intralink-;e022;116;628Δy ¼ Δyþ þ Δy−; RΔyΔSc ¼ RΔyþΔSc þ RΔy−ΔSc : (22)

Using these terms, DeepLIFT proposes three rules that can be applied to a network for
different layers to propagate the relevance from the output to the input layer.

• Linear rule. The linear rule is applied for the FC and convolution layers (not applicable for
the non-linearity layers). Considering the function z ¼ P

iwiyi þ b, where z is the acti-
vation of the neuron in the next layer, yi are the activations to the neuron from the previous
layer, and wi is weights of the connections, then we have Δz ¼ P

iwiΔyi based on the
difference taken with the activations of the reference state neurons. The relevance contri-
bution is then written as RΔyiΔz ¼ wiΔyi. The multiplier in this case is given by
mΔyiΔz ¼ wi.

• Rescale rule. The rescale rule is applied to layers with the non-linearities like the ReLU.
Consider the neuron z to be the non-linear transformation of y as z ¼ gðyÞ. In the case of
the ReLU, function [Eq. (2)] denoted by gðyÞ. Considering the summation to delta prop-
erty, the relevance contribution is RΔyΔz ¼ Δz as there is only one input y. Hence, the
multiplier in this case would be mΔyΔz ¼ Δz∕Δy.

• Revealcancel rule. The revealcancel rule treats the positive and negative contributions to
relevance values, separately. The impact of the positive and negative components of y
given as Δyþ and Δy− on the components of z given by Δzþ and Δz− are calculated,
separately. Instead of the straightforward calculation, the value of Δzþ is computed as the
average of two terms. The first term is the average impact of the addition of onlyΔyþ terms
on the output of the nonlinearity g. With y0 as the value of the reference state at that neuron,
the impact of Δyþ is calculated by comparing the difference in the function value
when it is included on top of y0 and is given as gðy0 þ ΔyþÞ − gðy0Þ. The second
term computes the impact of Δyþ after the negative terms have been included. So
the term gðy0 þ Δyþ þ Δy−Þ − gðy0 þ Δy−Þ measures the impact of Δyþ when both the
reference and negative terms are present. This computation is shown in the following
equation:

EQ-TARGET;temp:intralink-;e023;116;265Δzþ ¼ 1

2
ðgðy0 þ ΔyþÞ − gðy0ÞÞ þ 1

2
ðgðy0 þ Δyþ þ Δy−Þ − gðy0 þ Δy−ÞÞ: (23)

Similarly for the calculation of Δz−, the average individual Δy− term is first computed in the
absence of the positive term Δyþ and then another term with the inclusion of Δyþ is added to get
the total impact as shown in the following equation:

EQ-TARGET;temp:intralink-;e024;116;168Δz− ¼ 1

2
ðgðy0 þ Δy−Þ − gðy0ÞÞ þ 1

2
ðgðy0 þ Δy− þ ΔyþÞ − gðy0 þ ΔyþÞÞ: (24)

Thus two multipliers that will be computed using this rule are as shown in Eq. (25), where
Δzþ andΔz− are calculated using Eqs. (23) and (24), andΔyþ andΔy− correspond to the sum of
the positive and negative terms of Δy:
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EQ-TARGET;temp:intralink-;e025;116;735mΔyþΔzþ ¼ RΔyþΔzþ

Δyþ
¼ Δzþ

Δyþ
; mΔy−Δz− ¼ RΔy−Δz−

Δy−
¼ Δz−

Δy−
: (25)

The authors propose that the relevance scores that have been assigned to Δyþ and Δy− are
then distributed to the input features using the linear rule.

5.3 Feature-Based Explanation Method

Feature-based explanation method (FEM) proposed by Fuad et al.,37 similar to Grad-CAM,
employs the observation that deeper convolutional layers of the network act as high-level feature
extractors.

Let us consider a CNN that comprises a single Gaussian filter at each convolution layer. Then
the consecutive convolutions of the input image x with the Gaussian filters followed by the
pooling (downsampling) would be the same operation that would be performed to create a
multi-resolution Gaussian pyramid. In this pyramid, the image at the last level would have only
the spatial information of the main objects, which are present in the image. Considering a stan-
dard CNN, the learned filters at the deeper convolution layers behave similar to the high pass,
i.e., derivative filters on the top of Gaussian pyramid (some examples are given in Ref. 23).
This would imply that the information contained in the feature maps of the last convolution
layer correspond to the main object that has been detected by the network from the given input
image x.

Hence, FEM proposes that the contribution of the input pixels for the network decision can be
directly inferred from the features of x that have been detected at the last conv layer of the
network. Also FEM proposes that the final decision of the output would be influenced by the
“strong” features from kmaps in the last conv layer. FEM supposes that the k feature maps of the
last convolutional layer have a Gaussian distribution. In this case, the strong features from these
maps would correspond to the “rare” features. The authors propose a K-sigma filtering rule to
identify these rare and strong features. Each of the feature maps in layer k is thresholded based
on the K-sigma rule to create binary maps Bkðai;j;kÞ, where i; j denote the spatial dimension of
the k feature maps as shown in Eq. (26). The mean μk and standard deviation σk are calculated for
each of the k feature maps followed by the thresholding to create k binary maps ðBkÞ. K is the
parameter that controls the threshold value and is set to 1 by the authors in their work:

EQ-TARGET;temp:intralink-;e026;116;349Bkðai;j;kÞ ¼
�
1; if ai;j;k ≥ μk þ K � σk
0; otherwise

: (26)

The hyperparameters of a DNN such as the number of filters to train at each layer is often set
arbitrarily, as the hyperparameter optimization process is a heavy computational problem.
Hence, channel attention mechanisms have been proposed in the DNNs38 to improve classifi-
cation accuracy. These mechanisms select important feature channels (maps) in an end-to-end-
training process. Inspired by these models, the authors hypothesize that not all feature maps will
be important for the classification. The importance is always understood as the magnitude of
positive features in the channels. Hence, a weight term equal to the mean of the initial feature
maps wk ¼ μk is assigned to each of the binary maps Bk. The importance map R is computed as
the linear combination of all the weighted binary maps Bk and then normalized to the interval
[0, 1]. The importance map R is upsampled to the same spatial resolution as the input image x by
interpolation.

FEM eliminates the need to calculate the gradients from the output neuron and provides a
faster and simpler method to get an importance score of the input pixels based only on the fea-
tures that have been extracted by the network. It does not examine the classification part of the
network but uses only the feature extraction part of the CNN to explain the important input pixels
that have been extracted by the network to produce the decision. The method is applicable both
for 2D and 3D images or video, considered as a 2D +t volume. We will now illustrate it in the
problem of image classification from ImageNet database performed with the VGG16.11 We pro-
pose the reader to visually compare the heat maps presented in Fig. 10 obtained using different
LRP rules33 and FEM.
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It can be seen from this figure that LRP heat maps are dependent on the rule that is used.
In this case, the LRP-ε assigns equal weight to both positive and negative features, and in
Fig. 10(a), most of the input pixels get assigned a higher relevance score. LRP-ε without bias
from Fig. 10(c) results in a heat map that has the importance only in a smaller region of the tiger
near the top. Without the added bias term, the relevance scores are not distributed properly to the
other regions. The αβ rule with α ¼ 1 and β ¼ 0 only considers the features with a positive
influence. As illustrated in this figure, this rule only highlights the contours with higher contrast
in the image. Though FEM also considers the positive features (features are taken after the
ReLU), the heat map is more holistic and highlights the important regions in the image.

6 Methods Based on Adversarial Approach

The adversarial approach for explanations is more recent and differs in its principles from pre-
viously presented categories. They are taken from the principles of adversarial attacks and the
use of generative networks like generative adversarial networks (GANs) to explain the DNN
classifiers. Thus adversarial methods deserve a separate category.

Many recent works have used adversarial attacks on CNNs to demonstrate the susceptibility
of the networks to simple methods that could lead the network to make completely wrong
predictions.39 Different adversarial attacks on the network can be used to interpret its behavior.40

Sample images that produce adversarial results give hints about the behavior of the network.41,42

For example, the one-pixel attack proposed by Su et al.43 showed that the network can have a
completely wrong prediction when just one pixel in input image has been changed. Studying
these adversarial attacks, we can interpret the regions of the image that the network focuses on to
make a decision.

In addition to the adversarial attack-based interpretation of the network, we bring focus on a
recent adversarial learning-based explanation method proposed by Charachon et al.44 that uses a
GAN45-based model. GAN is a type of network architecture with two components: (i) generator
and (ii) discriminator, which simultaneously trains the generator (G) to learn the data distribution
and the discriminator (D) to estimate if the sample belongs to the dataset or has been generated
by G.

For the case of a binary classification task on medical images, the authors44 along with their
CNN classifier use two generator networks (i) similar image generator ḡs and (ii) adversarial
image generator ḡa to produce explanations. The network ḡs is trained to generate an image that
has the same output as the input image x by the network. The ḡa network is trained to produce an
image with a prediction that is opposite to that of the x (adversarial). Consequently, the authors
propose that the difference in these two generated images forms the explanation of the output by
the network. For a given image x, the explanation of the classifier is then given as shown in the
following equation:

EQ-TARGET;temp:intralink-;e027;116;125RðxÞ ¼ jḡsðxÞ − ḡaðxÞj: (27)

The approach of just one network to generate an adversarial image ðxaÞ and use the difference
in the input image x and the xa as the explanation was observed to produce noisy and

Fig. 10 Explanation heat maps obtained for (a) sample image, (b) LRP-ε, (c) LRP-ε ignore bias,
(d) LRP-αβ with α ¼ 1, β ¼ 0, and (e) FEM.

Ayyar, Benois-Pineau and Zemmari: Review of white box methods for explanations of convolutional neural. . .

Journal of Electronic Imaging 050901-16 Sep∕Oct 2021 • Vol. 30(5)



non-intuitive features. To improve this, the authors use the two-generator approach and train ḡs
and ḡa to sample from the same adversarial space, to have minimal differences in their learnt
parameters but produce images with opposite classifications by the CNN.

7 Evaluation of Explanation Methods

The evaluation of explanation methods remains an open research question. Today, we can
observe two trends in the evaluation of explanation methods. The first one is perturbation-based
when the input, dataset, or network is perturbed and the induced variation in the importance
maps serves as an explainer. The second one is an attempt to correlate the explainer with the
human understanding of visual scenes and assess it with user feedback. For comparison of
explanation maps, usual metrics for saliency maps are computed46 such as Spearman correlation
coefficient (SCC), Pearson correlation coefficient (PCC), structural similarity index measure
(SSIM), and L1 similarity to name a few.

7.1 Perturbation-Based Evaluation

Samek et al.47 argued that heatmaps are representative of a classifier’s view and will not nec-
essarily have to follow human intuition or highlight the primary object in the image. Hence, to
assess the relevance of the heat maps, they order the pixels in increasing importance score
associated with them and then iteratively perturb the pixels in the neighborhood of these pixels.
They then compute the mean difference of classification scores on the whole test dataset each
time a perturbation is applied. If the mean difference of scores for a given class is high, then the
explanation heat-map is relevant, i.e., perturbing a region assigned a high-importance score
changes the output score of the network. For this, they compute the area over perturbation
curve metric and show that the LRP method (Sec. 5.1) is the best when compared to gradient
backpropagation (Sec. 4.2) and deconvolution (Sec. 4.1) accordingly to the perturbation
approach.

Furthermore, methods based on the computation of gradients like the backpropagation,
guided backpropagation, and DeconvNet suffer from gradient shattering,48 where, as the depth
of the layers increases the gradients of the loss progressively resembled white noise. This causes
the importance values to have high-frequency variations and makes them highly sensitive to
small variations in the input. Galli et al.49 performed adversarial perturbations to their input
image using the fast gradient method50 and DeepFool.51 They compared the explanation maps
of guided Grad-CAM for the image and its perturbed variations using the Dice similarity coef-
ficient after thresholding of importance map with 0.9 as the threshold value. They observed that
perturbations in the image strongly affected the saliency maps. The maps of the images before
and after perturbations are different, though they note that these differences are not easily per-
ceived by a human viewer. LRP, DeepLIFT, and FEM are not sensitive to this problem as they do
not compute gradients.

Adebayo et al.52 recently proposed two randomization tests to assess the quality of explan-
ation methods. The first one is the model parameter randomization. It consists of comparing the
explanations given by a method for a randomly initialized untrained network and a trained net-
work with the same architecture. The model parameters like the weights are randomized for the
whole network and also layer by layer. The second test is data randomization, which consists of
label randomization: on the contrary to Ref. 47, the input data remain unchanged, but the labels
of classes are randomly switched. In both cases, if the explainer is good, the resulting explanation
maps will strongly differ from the explanation maps of correctly trained classifiers. As compari-
son metrics, they have used SSIM, SCC, and PCC of histogram of gradients of explanation
maps. The lower the value of the metrics is, the higher is the difference in explanation
maps for these tests, and hence better is the explainer. Comparing six white-box methods from
the linearization category (see Sec. 4), they concluded that the Grad-CAM and gradient
Backpropagation pass this test and are better at explaining the network from the data and param-
eters that have been learnt.
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7.2 Human Perception-Based Evaluation

The perturbation-based methods give a way to assess the quality of the explainer without any
reference to human perception. A desirable property of every explanation map is that it is non-
random and highlights only the relevant regions in the image and no more. Nevertheless, the
question arises on what is the target of explanations. In most cases, the target is a human and they
are often not AI experts. Therefore, many methods use a qualitative assessment based on human
inspection to evaluate and compare different maps. To evaluate the Grad-CAM maps, Selvaraju
et al.30 conducted user surveys to find which maps and models they find reliable. Cruciani et al.53

demonstrated the usefulness of LRP to visualize relevant features on brain magnetic resonance
imaging modality for multiple sclerosis classification. It is observed that the LRP heat maps are
sparse and not always as intuitive, which is also illustrated by Fig. 10. It is, therefore, important
to consider the user, who will be using the maps while choosing a method to explain a network.
For the domain of medical images, the specialist might require a map that provides holistic
explanations for them to be able to interpret and trust the network decision. Although human
measurements on the quality of these maps are useful, they are time-consuming and could intro-
duce bias and inaccurate evaluations.54

Another way to evaluate explainers consists of comparing the explanation maps with human
understanding of visual content. The objective way to perform this is by calculating the com-
parison metrics between explanation maps and gaze fixation density maps (GFDMs) of human
experts performing the same visual classification task as the trained network. This can also be
done by a comparison of explanation maps and important regions in the images identified by
human experts by manual contouring. Mohseni et al.55 performed a similar experiment. The final
goal of explanations is to increase a user’s trust in AI systems and especially for image clas-
sification tasks in our case. Accordingly, Mohseni et al.55 observed that providing nonsensical
explanations (i.e., those that do not align with users’ expectations) may harm the users’ reported
trust and observed reliance on the system.

Thus in our experiments for an initial evaluation of the methods presented in this paper, we
follow the strategy of comparison of explanation maps with user expectations for a given visual
classification task. We measure them by GFDMs built upon gaze fixations of observers in a task-
driven psychovisual experiment. The usual metrics of comparison of saliency maps, such as
PCC, SSIM, and L1 norm of difference (similarity), can also be used here. The higher the value
of correlation is, the stronger is the trust of the user in the explainer. Hence in this paper, we
compare the presented white-box methods on the datasets with human gaze fixations recorded in
a task-driven visual experiment of recognition of architectural styles of Mexican architectural
heritage, introduced in Ref. 56 and publicly available in Ref. 57. As comparison metrics, we have
chosen PCC and L1 norm of difference (SIM). We have taken a VGG-16 network initialized with
ImageNet weights and retrained it on the complete Mexculture dataset from Ref. 58. The results
of the comparison of explanation maps from different white-box methods and the GFDM for
this network are shown in Table 1. Here the metrics have been computed on 284 images of the
MexCulture dataset with available GFDMs for images that have not been used for training.

From this table, one can see that FEM is the most similar to the GFDM in SIM-L1 norm and
that Grad-CAM has the highest correlation with the GFDM. The methods belong to the lineari-
zation category (Sec. 4). Integrated gradients and SmoothGrad are designed to reduce the noise
from gradient backpropagation heatmaps. From this table, it can be seen that the similarity and
PCC metrics are improved for these methods when compared to gradient backpropagation.
Grad-CAM maps have the highest similarity to the GFDM maps from the linearization category
of methods. Figure 11 shows the heatmaps of different white-box methods for a sample image
from the dataset. A zero image (black) has been taken as the reference image for the DeepLIFT
visualization in this figure. It can be seen that the LRP method highlights the contrasted edges
between the structure and sky to be the most relevant regions.

Muddamsetty et al.59 also created a dataset comprising the user saliency maps in the form of
GFDMs of medical experts on retinal images. They compare Grad-CAM and their own explainer
maps with GFDM. Metrics such as area under the curve (AUC) and Kullback–Leibler
divergence46 for the two maps were computed for the comparison. They show that the saliency
map of both explainers closely aligns with human experts.
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Fig. 11 Heatmap visualizations for the different white-box methods for a sample image from the
MexCulture dataset along with the GFDM. (a) Image, (b) GFDM, (c) gradient backpropagation,
(d) guided backpropagation, (e) SmoothGrad, (f) integrated gradients, (g) Grad-CAM,
(h) DeepLIFT, (i) LRP, and (j) FEM.

Table 1 Comparison of explanation maps of different methods with the GFDM for the VGG16
network trained on the MexCulture dataset.56

Method SIM PCC

Gradient backpropagation 0.4982� 0.051 0.2422� 0.142

Guided backpropagation 0.5724� 0.063 0.0779� 0.067

SmoothGrad 0.5769� 0.062 0.1867� 0.113

Integrated gradients 0.5747� 0.063 0.1390� 0.082

Grad-CAM 0.5857� 0.104 0.3969� 0.290

LRP 0.5728� 0.063 0.0754� 0.069

DeepLIFT 0.5846� 0.063 0.2749� 0.081

FEM 0.5999� 0.087 0.3558� 0.289
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When the GFDMs are not available, and this is usually the case in real-world applications, the
importance map produced by the explainer can be compared with already existing methods,
which have been assessed. Thus for FEM,37 the authors compare the saliency maps obtained
by FEM with gradient-based methods. In their work they show that the FEM maps are most
similar, in terms of PCC and L1 similarity, to the Grad-CAM method.

Methods can also be compared based on their computation time. The choice of methods is
limited in their application for a larger set of images or real-time feedback if they have a long
computation time. Fuad et al.37 observed that gradient-based methods including Grad-CAM have
longer computation times and FEM was faster in comparison.

8 Conclusion

In this review, we have attempted to provide a comprehensive overview of the current explan-
ation methods for CNNs in image classification tasks. After a short excursion into black-box
methods, which explain the decision by masking the input, we focused on white box methods as
they can leverage the extra information that is available from the knowledge of the architecture of
the network.

The methods that we have discussed are focused on explaining the decision for a single-input
image by creating saliency maps that attribute importance scores to each of the pixels based on
its contribution to the final output of the CNN. Multiple approaches have been used to calculate
this contribution, and based on recent works, we proposed a categorization of methods to under-
stand similar approaches and compare their performance.

The first category we presented is the methods based on linearization of CNNs (Sec. 4) that
approximate a CNN as a linear function and explain the decision based on gradient calculation.
The deconvolution-based approach and gradient backpropagation were shown to be similar
except in the rectification step (ReLU operation), whereas the guided backpropagation method
combines the rectification steps of these methods to improve visualization. SmoothGrad and
integrated gradients computed explanation maps of gradient backpropagation over multiple
variations of the input image and combined them to produce visualizations with reduced noise.
On the other hand, the Grad-CAMmethod computed the gradient only till the last conv layer and
used an interpolation method to create the explanation method.

The second category considered were the methods based on network structure (Sec. 5). LRP
and DeepLIFT methods define local redistribution rules to redistribute the relevance based on the
output score from the last layer to the input. DeepLIFT varies in the regard that uses a reference
image and assigns relevance based on the difference in the responses of the neurons for the
reference image and the input image. FEM combines the idea of Grad-CAM and uses statistical
filtering to identify the strong features from the last conv layer and uses interpolation to create the
final explanation map.

The final and third categories are methods based on the adversarial approach (Sec. 6). These
methods are distinct from the other categories as they involve the use of generative networks and
adversarial attack-based methods to explain the important pixels in the image. Unlike the other
categories, there are only a few recent methods that have employed this approach but are inter-
esting to be explored as they give insights about the security aspect of the networks and might be
used in real-world applications.

Finally, we have analyzed different ways of evaluation of explanation methods: by pertur-
bation/randomization and by comparing with human perception of images. We share the point
that an explainer is good when the explanations match human intuitions contrarily to the per-
turbation/randomization methods, which assess the explainer only from the classifier’s perspec-
tive. Thus we have conducted experience on comparison of a bunch of explainers with respect to
human GFDMs obtained from a task-driven psychovisual experiment. FEM and Grad-CAM
methods were seen to be holistic and more human interpretable methods based on our experi-
ments. Collecting these kinds of maps is often time-consuming and further methods for the
evaluation of explanation methods have to be developed.

This review has been proposed from the image understanding perspective. However, the
explanation of AI classifiers is necessary for various kinds of imaging and signal data. The
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crucial aspect is the bridge between explainability and trustworthiness of AI, and this is a
research question open for further contribution from the image research community.

9 Appendix A: Filtering Operation in DeconvNet and Gradient
Calculation

Consider a convolution neuron as shown in Fig. 12, where the operation performed is
Y � F ¼ O, with Y as the input, F the convolution layer filter, and O the output. In a standard
CNN during backpropagation of the loss L, the neuron receives a partial gradient of ∂L∕∂O and
the gradients to be calculated are ∂L∕∂Y and ∂L∕∂F.

According to the chain rule, the calculation of the partial gradient ∂L∕∂Y is given by

EQ-TARGET;temp:intralink-;e028;116;596

∂L
∂Y

¼ ∂L
∂O

·
∂O
∂Y

: (28)

To go through a step-by-step calculation of these gradients we suppose that the input Y is a
matrix of 3 × 3, the filter F is a matrix of size 2 × 2, and the convolution operation is the one with
a stride of 1. Then the corresponding matrices and the loss gradient that is backpropagated from
the following layer would be as shown in the following equation:

EQ-TARGET;temp:intralink-;e029;116;505Y ¼
2
4 y11 y12 y13
y21 y22 y23
y31 y32 y33

3
5; F ¼

�
f11 f12
f21 f22

�
; O ¼

�
o11 o12
o21 o22

�
;
∂L
∂O

¼
� ∂L
∂o11

∂L
∂o12

∂L
∂o21

∂L
∂o22

�
: (29)

The equations for the calculation of the convolution during the forward pass yields the
expressions of the O as shown in the following equation:

EQ-TARGET;temp:intralink-;e030;116;424

o11 ¼ y11f11 þ y12f12 þ y21f21 þ y22f22;

o12 ¼ y12f11 þ y13f12 þ y22f21 þ y23f22;

o21 ¼ y21f11 þ y22f12 þ y31f21 þ y32f22;

o22 ¼ y22f11 þ y23f12 þ y32f21 þ y33f22: (30)

So to calculate the partial gradient of the loss with respect to the input, the first calculation
that needs to be done is ∂O∕∂Y. A single calculation of this expression is shown in Eq. (31) based
on Eq. (30). The rest of the terms can be calculated similarly:

EQ-TARGET;temp:intralink-;e031;116;303

∂o11
∂y11

¼ f11;
∂o11
∂y12

¼ f12;
∂o11
∂y21

¼ f21;
∂o11
∂y22

¼ f22: (31)

Subsequently, the partial gradient of the loss with respect to the input would be given by
following equation:

Fig. 12 Convolution operation neuron in a CNN.

Ayyar, Benois-Pineau and Zemmari: Review of white box methods for explanations of convolutional neural. . .

Journal of Electronic Imaging 050901-21 Sep∕Oct 2021 • Vol. 30(5)



EQ-TARGET;temp:intralink-;e032;116;735

∂L
∂y11

¼ ∂L
∂o11

· f11;
∂L
∂y12

¼ ∂L
∂o11

· f12 þ
∂L
∂o12

· f11;
∂L
∂y13

¼ ∂L
∂o12

· f12

∂L
∂y21

¼ ∂L
∂o11

· f21 þ
∂L
∂o21

· f11;
∂L
∂y22

¼ ∂L
∂o11

· f22 þ
∂L
∂o12

· f21 þ
∂L
∂o21

· f12 þ
∂L
∂o22

· f11

∂L
∂y23

¼ ∂L
∂o12

· f22 þ
∂L
∂o22

· f12;
∂L
∂y31

¼ ∂L
∂o21

· f21

∂L
∂y32

¼ ∂L
∂o21

· f22 þ
∂L
∂o22

· f21;
∂L
∂y33

¼ ∂L
∂o22

· f22: (32)

Thus the partial gradient ∂L∕∂Y when calculated using the chain rule can be written as a full
convolution (when the loss matrix is zero-padded to have full convolution operation) of the
180-deg inverted filter, i.e., the filter matrix has been flipped vertically and then horizontally
as shown in Eq. (33), and the loss gradient matrix ∂L∕∂O:

EQ-TARGET;temp:intralink-;e033;116;570F ¼
�
f22 f21
f12 f11

�
: (33)

DeconvNet (Sec. 4.1) uses the same operation at the filtering step. Thus the deconvolution
step of the DeconvNet and the calculation of the gradient with respect to the input at a
convolution layer are equivalent.
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